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Preface  

 

The First International Conference on Damage Mechanics (ICDM 1, 2012), Belgrade June 25-
27th is the first in a new conference series whose main objective is to bring together leading 
educators, researchers and practitioners discussing and exchanging ideas on recent advances in 
damage and fracture mechanics. Since 1958, following the pioneering work of L. M. Kachanov, 
the theory of damage mechanics has in particular made significant progress and established itself 
capable of solving a wide range of engineering problems. This inaugural conference will provide 
a forum for scientists and practicing engineers alike to present the latest findings in their research 
endeavor and at the same time to explore future research directions in the fields of damage and 
fracture mechanics. The inauguration of the ICDM 1, 2012 is also considered timely as it 
coincides with the 20th anniversary of the founding of the International Journal of Damage 
Mechanics. 

 The ICDM 1, 2012 covers theoretical and experimental investigations from specific topics: 
Multiscale damage and fracture characterizations, Nano-micro damage mechanics and fracture in 
composites and bio-materials, Continuum damage mechanics, Computational damage mechanics 
and fracture, Experimental characterization and validation of damage and failure mechanisms, 
Diagnosis or quantification of material damage and failure, Dynamic damage, fracture and 
failure, Applications to metal forming and in-service structural integrity, Applications to 
concrete, cementations composites, and geomaterials, Applications to nano-materials and bio-
materials, Applications to aging infrastructures and structures. 

Many individuals have been involved in the production of these Proceedings, which started in 
the middle of 2010 launching of a Call for Papers. First Abstract was received by October 1st 
2011 and reviewed by an external referee process over the next few months. Those selected by 
the International Scientific Committee were invited for Full paper (four pages) submission. The 
committee is gratifying to note that the papers received cover a variety of different topics and 
come from all around the world, including both developed and developing countries. 

This Proceedings is organized such that Plenary lectures of Professors Chi L. Chow, George Z. 
Voyiadjis, J. Woody Ju and Khemais Saanouni are at the beginning, followed by the papers of 
Minisymposium:  Damage Mechanics in Metal forming: Theory, Numerics and Application, 
organized by Professor Khemais Saanouni.  Finally all papers are included in alphabetical order 
according to first authors’ name.  

We have enjoyed working with our friends in the International Scientific committee, to whom 
we are most grateful to their dedication, expertise, and professionalism and with the authors of 
the papers themselves. This Proceedings represents 30 countries from all parts of the world and 
from diversified academic backgrounds and interests who have worked together because of a 
shared interest in damage mechanics research and education.  

It was our privilege but a challenging task, editing the Proceedings of the ICDM 1, 2012. 

Conference Chairmen 
Chi L. Chow - University of Michigan, Dearborn, USA 
J. Woody Ju - University of California at Los Angeles, USA 
Dragoslav M. Šumarac – Faculty of Civil Engineering, University of Belgrade, SERBIA 
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Tribute to 

Dusan Krajcinovic 

Professor dr Dusan Krajcinovic was born on March 28, 1935 in Zagreb, Kingdom of Yugoslavia; 
he passed away on August 10, 2007 in Madison, Wisconsin, USA. 

Dusan Krajcinovic enrolled at Faculty of Civil 
Engineering, University of Belgrade in 1953, and 
received his Bachelor degree in 1958. He entered a 
Master degree program in Structural Mechanics in 
1964 and completed it in 1966 with the averaged 
grade of 9.9 out of 10, as the first student in a highly 
competitive class. Afterwards, he moved with his 
family to USA following an invitation of Professor 
George Herrmann; entered Northwestern University, 
Evanston, Illinois; and earned his PhD in 1968. 

Professor Krajcinovic started his career of a 
professional civil engineer in 1959 as a member of 
technical staff in Energoproject, Belgrade, 
Yugoslavia. He contributed to some major civil 
engineering projects such as Bajina Basta Dam (a 92-
m high segmented hollow concrete dam); Otovica Dam (a 30-m high concrete arch dam); 
Glazanj Dam (a 90-m high concrete arch dam); two railroad bridges in Ljubljana; Orasje Bridge 
(an 800-m long continuous road bridge); Hotel-Apartment Tower in Belgrade. After earning his 
PhD in USA, he continued his career in Ingersoll Rand Research Inc., Princeton, New Jersey. 
From 1969 to 1973 he was at Argonne National Laboratory, Illinois in the Theoretical and 
Applied Mechanics Group. 

Dusan Krajcinovic’s academic development started 1961-66 at his alma mater, the Faculty 
of Civil Engineering, University of Belgrade. As an accomplished professional engineer and 
researcher he re-entered academia in 1973, when he became a faculty member at Department of 
Civil Engineering, University of Illinois, Chicago. From 1989 until retirement he was a Professor 
in Department of Mechanical and Aerospace Engineering, Arizona State University, Tempe, 
Arizona, where he was elected a Professor Emeritus in 2004. 

Professor Krajcinovic’s research had a profound impact on the development of damage 
and fracture mechanics, micromechanics, and physics of disordered materials. He had been an 
influential contributor and respected authority in the research community for over three decades. 
Professor Krajcinovic authored and co-authored over 250 publications, including refereed 
journals, proceedings, monograph chapters, books. The landmark of his scientific merit, 
“Damage Mechanics” (North-Holland, 1996), stands among mechanics of materials classics.    

During his brilliant career his consulting services were solicited by prestigious names such 
as Argonne National Laboratory; US Department of Interior; US Department of Energy; 
Procedyne Corporation; Electric Power Research Institute; Conselho de Gestao, Gabinete da 
Area de Sines, Lisbon, Portugal; Power Project Ltd; Sargent and Lundry Engineers; The World 
Bank; Lufthansa; Enrico Fermi National Accelerator Laboratory; University of Michigan, Ann 
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Arbor; Wiss, Janney, Elstner Associates; Allied Signal; Sandia National Laboratories; Arizona 
Power Service. 

Professor Krajcinovic was continuously involved with professional societies such as 
ASME (fellow and President of AMD Executive Committee 1996-2001, Chair 2001-2002); 
American Academy of Mechanics (fellow and President 1999-2001); US National Committee of 
Theoretical and Applied Mechanics (2002-2005). At various times he also participated in 
activities of Stability Research Council, International Association for Structural Engineering in 
Reactor Technology, ASCE (non-member advisor of the Committee for Inelastic Behavior of 
Materials), and Engineering Academy of Yugoslavia. He was an organizer of and a principal 
lecturer at courses at CISM – International Centre for Mechanical Sciences in  Udine in 1985 
and 1999; and Visiting Professor at Universite de Paris VI, University of Belgrade, Politecnico 
di Milano, Institute for Theoretical Physics, and University of California, Santa Barbara. He was 
a member of editorial boards of highly regarded scientific journals such as International Journal 
of Damage Mechanics (one of four founding editors with C.L.Chow, J.L. Chaboche and S. 
Murakami in 1992), Applied Mechanics Reviews (Associate Editor, 1988-1994), Mechanics of 
Materials (Regional Editor, since 2000), and International Journal of Non-Linear Mechanics 
(Advisory Editor, 2000-2006). Professor Krajcinovic was an invited and a main contributor to 
numerous workshops, scientific meetings, symposia, and conferences. His contributions to the 
education of almost two generations of professional engineers and researchers cannot be 
overemphasized. He mentored a dozen PhD dissertations that span a period of almost 30 years. 
Professor Krajcinovic was a very demanding mentor but also an inspiring and respected one.   

Professor Krajcinovic’s outstanding achievements gain admiration of his peers and 
resulted in a number of awards and distinctions including October Prize for Mathematical, 
Physical, and Engineering Sciences (with D. Sumarac; Belgrade, Yugoslavia, 1990); Gold Medal 
in Science and Technology (Technical University of Crete, Greece, 2001); Laurea Honoris 
Causa (Politecnico di Milano, Italy, 2001). His impressive record of academic achievements was 
honored by his colleagues in a specially dedicated volume of International Journal of Plasticity 
(Volume 23, Issues 10-11, 2007), a memorial issue of International Journal of Damage 
Mechanics (Volume 18, Issue 2, 2009), and a memorial issue of Theoretical and Applied 
Mechanics (Serbian; Volume 35, Issues 1-3, 2008). 

This biographical sketch unavoidably resembles many others written in memory of 
Professor Krajcinovic. Admittedly, it fells very short in illuminating his unique personality and 
versatility. Many of us who were privileged to work with him would remember him in much 
more profound way. We may cherish a memory of not only a self-made man of fruitful life and 
exceptional accomplishments but also a lifelong athlete, avid reader, opera fan, witty 
conversationalist; an open-minded man of the Renaissance curiosity. He had an urge and gift for 
camaraderie. He was a riveting storyteller and his memories, which swept amazingly over wide 
range of temporal and social strata, provided a remarkable building material. His home was a 
memorable meeting place of colleagues, friends, and generations of students, who will remember 
his trademark smiles, hearty laughs, and passionate arguments as well as a genuine hospitality. 

He was a loving and tender husband to Tanya and father to Ivana and Maya.  

D. Šumarac 

M. Basista 

S. Mastilović 
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Abstract. This paper presents a method of bridging damage mechanics and digital sensing 
technique to investigate the damage mechanism of engineering materials.  Nondestructive 

X-ray computed tomography is our focus on the digital sensing.  

 

 

 

1. Introduction 

 

Damage mechanics provides a mechanics-based analysis to characterize the material 

damage via a set of state variables. The change in these state variables based on the 

irreversible thermodynamics reflects the material degradation via its constitutive modeling. 

An evolution equation is developed and used to describe a complete process from damage 

initiation to material failure.  Continuum damage mechanics [1-4] presents an effective way 

to characterize an average measure of material damage. Micromechanical damage 

mechanics emphasizes the relation between the macroscopic state of material damage and 

the irreversible change of microstructures [5-15]. How to represent a huge number of 

arbitrarily-shaped three-dimensional material defects is, however, still not well solved. 

Recently, some researchers have revived interests in discrete lattice models for linking the 

simulation results at molecular scale with macroscopic material damage directly [16-18].  

Although scaling relations are valid for both hardening and softening phases, an open issue 

is how all the micro/macro-scale material defects could be incorporated into such a 

framework.  

 

Dynamic spatial distribution and evolution of voids/cracks in engineering materials are 

crucial information for both engineers and scientists to understand damage
1
 and failure

2
 

mechanisms under varying loading conditions. Unfortunately, there are very few published 

experimental data with respect to the spatial distribution and evolution of multiple three-

                                                 
1
 Damage is defined as physical deterioration in mechanical properties of engineering materials due to 

micro/mesoscale crack initiation and evolution to the formation of macrocrack.    
2 Failure refers to a critical state in which engineering material specimens completely lose their mechanical 

functionality in brittle fracture or reach their maximum mechanical resistance capacity in ductile fracture.  
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 2 

dimensional (3D) voids/cracks throughout a complete loading process from damage 

initiation to final rupture. Although electron microscopy has been used to achieve a 

nanometer level resolution, only surface microstructures can be observed unless tedious and 

destructive dissection of samples is involved. The dissection is not only prohibitively labor-

intensive and costly, but also destructive to some micro/mesoscale 3D voids/cracks. Optical 

microscope shares the same drawbacks as above with relatively lower resolutions and 

restricted depths of field. Computer tomography on the basis of microfocus X-ray 

microscope, has been recently extended from medical field to material research [19], 

providing an affordable opportunity to nondestructively investigate the dynamic 

propagation of 3D voids/cracks in complete loading processes. 

 

Rapid advance in digital sensing field provides us with a new way to evaluate material 

damage, and an emerging opportunity to bridge damage mechanics and digital sensing 

technique. Figure 1 demonstrates a distribution of material defects in an aluminum alloy. A 

multiresolution processing of this defect distribution will provide us with a rich set of 

information about material damage and degradation process. In the following three 

sections, we will summarize recent advances at the University of Michigan in an effort of 

applying the digital sensing technology in the study of material damage.  

 

 

Figure 1: Three-dimensional distribution of material defects in a light-weight aluminum alloy (Grey color 

represents defects and white color refers to material.) 

 

2. Multiresolution Transformation Rule of Material Damage 

 

As illustrated in Figure 1, a large countless quantity of defects with different sizes and 

shapes are observed in a material domain. This poses a serious challenge to the finite 

element simulation of material degradation even if high-performance computing is utilized. 

To circumvent this problem, we have developed a multiresolution transformation rule to 

characterize the material damage. Its basic premise is that we first categorize all the 

material defects into n levels ( 1)n on the basis of their characteristic sizes. For instance, 

Level 1 refers to a group of all the smallest defects less than a certain characteristic size.  

Level 2 contains a group of defects larger than that of level 1 but less than a specified 

characteristic size.  This mutiresolution analysis continues progressively up to m-level of 

the entire population of material defects.  The proposed multisolution transformation is 

carried out from level 1 sequentially up to level m such that the impact of all defects in a 

2 Chow and Shen J.



 

 3 

material element is reflected via a set of the material damage variables in the constitutive 

model.  

 

For the sake of illustration, a simplified example shown in Figure 2(A) is conducted for 

the damage transformation of material defects consisting of only two levels of fine and 

coarse defects [20].  Based on the sequentially transformation analysis, we initially 

calculate the effects of all the fine defects of material damage on the original Young’s 

modulus, 0E . The resulting effective modulus known as 1E  reflects only the first level of 

the fine defects. The influence of all the coarse defects is then determined on the degraded 

material with a modified effective modulus, 1E . The effect of coarse defects leads to a new 

secant modulus, 2E , as a final material degradation consisting of those two levels of 

defects.  Alternatively, both levels of defects could be considered simultaneously, leading 

to another effective modulus, 3E , which is degraded from 0E . The closeness between 2E  

and 3E  in Figure 2(B) demonstrates feasibility of analyzing material degradation based on 

the proposed multiresolution algorithm. For better accuracy, the same transformation 

analysis can be readily extended to several levels of defects described in the previous 

section.  

  

E0 E1 E2

E3

A

  

Figure 2: Transformation of Material Defects. (A) A simple case with two levels of defects. (blue and 

orange colors represent two different routes in the transformation of material defects.) (B) Numerical 
equivalence of E2 and E3 in finite element analysis [20]. 

 

In our previous study [20], a theoretical derivation was conducted to establish a 

transformation rule of material damage contributed by defects at 1i  and 2i
 
levels.  For 

instance, a two-level damage transformation is formulated as: 

 
cor
iiii

T
i

T
ii dddd 221

1
12

1
2

ˆ)(:)(::)(:)( CDMDMCDMDMC ,                                (1) 

 

where D  and M  are a damage tensor and a damage effect tensor ( DDD DM dd :)(~ ), 

respectively.  The :  operator denotes a tensor product contracted over two indices.  and 
~  are Cauchy stress and effective stress tensors due to damage, respectively. 1

iC  refers to 

the inverse of a stiffness tensor at level i. cor
i 2Ĉ  is a correction term, which should be used 
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when the damage increment in 1Dd  or 2Dd is sufficiently large (greater than 0.15 in one 

dimension).   

 

3. Multiresolution Analysis of Material Damage 

 

Our recent results indicate that many existing models in micromechanics [21-25] and 

damage mechanics [3] do not provide an accurate estimation of material degradation due to 

voids and cracks of arbitrary degree and size [26]. Traditional homogenization method, 

which relies upon a statistical mean to link microscale to macroscale, does not give a 

consistent answer.  The statistical treatment is suitable only to a uniformly randomized 

distribution of material defects. This hypothesis becomes invalid whenever asymmetric 

voids/cracks occur during a loading process, after a manufacturing procedure, or in a given 

service period. Although asymptotic homogenization [27] normally works well on cellular 

structures, it is not suited for handling arbitrary cell structures with asymmetric defects. 

 

A mechanics-based two-scale or multiscale bridging strategy known as Super 

Representative Volume (SRV) method is proposed [26] and considered to be an accurate 

method for linking microscale mechanical properties to macroscopic behavior. In SRV, the 

mechanical property at microscale is estimated by: 
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where superscript/subscript “micro” and “RVE” mean quantities at the microscale and 

within a representative volume element, respectively.
 RVEV  refers to the domain of RVE. 

kRVE  represents the k-th RVE within the material test specimen or a structural domain. n is 

the number of sampling RVEs in the domain of a specimen or structure. u and v are the 

displacement and virtual displacement, respectively. d is a specified displacement. ijklC  is a 

stiffness tensor, and klpmL  can be computed by a weak form of the RVE equilibrium 

equations: 

 

kRVE

k

kRVE

k

V

RVE
qs
i

qs
ii

V

RVE
qs
pmijijpm VdduvdVuvC )()()(   (k=1, n),                             (2c) 

 

in which  is a penalty parameter.  d  refers to the specified displacement. V means the 

boundary surface of V. pmklpmkl L , where kl  and pm  are strain and average strain 

tensors within 
kRVEV , and these two strains are determined by solving Equation (2c). At the 

macroscale, the mechanical property is computed by: 
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in which macro
pm

macro
klpm

macro
kl L . Superscript and subscript “macro” refers to quantities at the 

macroscale.  represents the domain of material specimens or volumes of interest at the 

macroscopic scale. The remaining variables are similar to those in Equation (2).  

 

Figure 3 shows the predicted effective modulus based on the proposed method of 

Super RVE, compared with that of several conventional approaches based on the measured 

modulii of AL 2024 reported in [26]. This figure indicates that the proposed method yields 

a more accurate prediction than that of several conventional formulae in micromechanics 

including the Eshelby’s method, the Self-consistent method, the Voigt and Reuss 

approximations [25, 28]. Among those formulae, Voigt and Reuss approximations defines 

upper and lower bounds, respectively. The prediction of Voigt approximation is very close 

to that of Gibson model in this figure. The predicted SuperRVE results also yield more 

accurate overall predictions than that of the tradition RVE based on the statistical mean 

(i.e., averaging operation).  
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Abstract. In this work a nonlocal viscoplastic-viscodamage model is presented using a 

consistent mathematical and mechanical framework that allows for total coupling of 
geometrical and material nonlinearities. Computational aspects and implementing the 

presented model in the commercial finite element code ABAQUS as a user defined 

subroutine (VUMAT) are also discussed. Numerical integration algorithms, verification and 
validation process of the theory is discussed. The finite element simulations are also 

performed using this model for various localization phenomena. The available experimental 

data are also compared to the numerical simulation results in order to verify the model. 

 

 

 

 

1. Introduction 

 

Metals and composites are among those materials that are often used in various parts of the 

structural components of the engineering structure in aerospace, automible and defense 

industries. The need for a micro-mechanical damage model  that accounts for the nonlocal 

microscopic interactions between material points (i.e. to take into account the influence of 

an internal state variable at a point on its neighborhood) in the simulation of metal impact 

problems has been recognized recently [1-3]. This nonlocal microdamage model is 

formulated based on the enhanced gradient-dependent theory which is successful in 

explaining the size effects encountered at the micron scale and in preserving the well-posed 

nature of the initial boundary value problem that governs the solution of material instability 

triggering strain localization. Moreover, the viscoplasticity theory (rate-dependency) allows 

the spatial difference operator in the governing equations to retain its ellipticity and 

consequently the initial boundary value problem is hence well-posed [4-11]. However, the 

gradient dependent theories enhance a stronger regularization of the localization problem 

than the rate-dependent theory. Moreover, the rate-dependent theory cannot explain the size 

effect of the microdamage zone (i.e. the void/crack size and spacing) on the material failure 

while the gradient theory can address that. Therefore, the objective of this work is to 

present a novel microdamage constitutive model that possesses several material length 

scales. This model can be used to produce physically meaningful and numerically 

converging results within strain localization computations.  
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2. A coupled rate-dependent (viscoplasticity) continuum damage: 

 

Materials with microstructure are nonlocal in behavior due to the interplay of characteristic 

lengths including sizes or spacing of defect clusters (e.g. micro-cracks, micro-voids, 

dislocations). As traditional continuum mechanics does not contain characteristic lengths, 

the use of the nonlocal concept is required in order to incorporate a microstructural length 

scale that introduces long-range microstructural interactions where the stress response at a 

material point is assumed to depend on the state of its neighborhood in addition to the state 

of the material point itself. Moreover, this length scale preserves the well-posed nature of 

the initial boundary value problem governing the solution of material instability triggering 

strain localization. In the following, the nonlocality is incorporated through the use of the 

gradient-dependent theory
 
such that if   is some ‘local’ field (second order tensor) in a 

domain V, the corresponding nonlocal field,  ̂, is defined as follows: 

 ̂    
 

 
      (1) 

where   is the internal material length scale, which weights each component of the gradient 

term identically, and    is the Laplacian operator. The length scale   should be obtained 

from gradient-dominant experiments such as indentation tests, bending tests, or torsion tests 

[2]. The role of the material length scale in solving the impact damage problem and in 

preserving the objectivity of the continuum modeling and numerical simulation of the 

localization problem is the main concern of this paper. The first-order gradients are 

disregarded since the isotropic nonlocal influence is assumed. The viscoplastic rate of 

deformation,    , the viscodamage rate of deformation,    , the rate of the second-order 

damage tensor  , and viscoplastic rate of deformation in the undamaged configuration, 

 ̅  , are given as follows: 
 

     ̇    

  
 ,      ̇    

  
 ,  ̂   ̇    

  
  ̇    

  
 ,  ̅    ̇    

  ̅
 , (2) 

 

where the potentials   and   are the nonlocal viscoplastic and viscodamage conditions 

given in the undamaged (effective) configuration, respectively, by 
 

  √( ̅   ̅̂) ( ̅   ̅̂)  [ ̅    ̅̂( ̅̂)] [  (   ̇̅̂)
   

] [  (    ) ]    (3) 

and 

  √( ̂   ̂) ( ̂   ̂)  [    ̂( ̂)] [  (   ̇̅̂)
   

] [  (    ) ]    (4) 
 

where  ̅  is the effective deviatoric stress tensor;  ̅   is the initial yield strength (at zero 

absolute temperature, zero plastic strain, and static strain rate );  ̅̂( ̅̂) is the nonlocal 

isotropic hardening function;  ̅̂ is the nonlocal anisotropic (kinematic) hardening stress; 

 ̅  ∫ √
 

 
 ̅  

  
 ̅  

   

 
   is the effective accumulative viscoplastic strain;   and   are material 

constants;   is the relaxation time; the nonlocal damage forces  ̂ and  ̂( ̂) are, 

respectively, characterizing the energy release rate and the damage isotropic hardening 

function;    is the initial damage threshold;  ̂  √ ̂  ̂ is the nonlocal damage accumulation; 

and    is the melting temperature.  

If     and    , the process is clearly undamaged elastic and the trial stress is in fact 

the final state. On the other hand, if     and    , the Kuhn-Tucker loading/unloading 

8 Voyiadjis and Faghihi



 

 3 

conditions, are violated by the trial stress which now lies outside   and   (see Figure 1). 

Consistency is restored by a generalization of the classical return mapping algorithm to 

rate-dependent problems [12]. Since the objective rates reduce to a simple time derivative 

due to the fact that the global configuration is held fixed, the coupled viscoplastic-

viscodamage corrector problem may then be rephrased 

Another complication is the higher-order boundary conditions that are necessary from the 

mathematical point of view and have to be prescribed on the moving elasto-inelastic 

boundary (Figure 1). These internal boundaries are not always easy to interpret physically. 

In the following, the robust numerical technique that have been developed in [13, 14] is 

used to calculate the Laplacian terms    ̇   and    ̇  . 
 

 
 

Figure 1. Schematic Representation of Elastic, Viscoplastic, and Viscodamage Boundaries [15]. 

The aforementioned constitutive relations implemented into finite element code, ABAQUS 

[16] as the user material subroutine. In the context of the finite element method, the discrete 

problem can be obtained via a spatial displacement–based projection of the semidiscrete 

(i.e. discrete in space and continuous in time) problem into a finite dimensional subspace of 

admissible continuous shape functions. In order to integrate the set of constitutive 

equations, a return mapping algorithm is also developed. 

3. Application of the theory in studying high velocity contact problems 

3.1. A blunt projectile impacting a target 

The proposed constitutive equations are used here to describe the structural response to 

projectile impact damage when different failure modes are expected to occur. This is done 

by conducting numerical simulations of the experimental tests presented by Borvik et al. 

[17] for a blunt projectile made of hardened Arne tool steel impacting a circular plate made 

of Weldox 460 E steel. In these simulations a 4-node 2D axisymmetric element with one 

integration point and a stiffness based on hourglass control is used. The contact between the 

projectile and the target was modeled using an automatic 2D single surface penalty 

formulation available in ABAQUS [16]  (for more details regarding the experiments and 

numerical simulations please refer to [18]).  

Numerical plots showing perforation of the target plate by a blunt projectile at impact 

velocity close to the ballistic limit of 210m/s is shown in Figure 2(a). The contours of 

accumulated viscoinelastic strain are plotted on the deformed mesh. It can be seen that 

limited inelastic deformation occurs outside the localized shear zone.  

A direct comparison between the numerical and experimental residual velocity curves for 

blunt projectiles is shown in Figure 2(b). As seen, there is a good agreement with the 

experimental results. 
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                                          (a)                                                                (b) 

Figure 2.  Penetration of the target plate by a blunt projectile. (a) macrograph of sectioned and etched target plate 

close to perforation [17] and simulation plotted as contours of accumulated inelastic strain [18]; (b) The initial 
impact velocity versus residual projectile velocity. 

3.2. Shear localizations in cylindrical hat-shaped samples 

The hat-shaped sample geometry is commonly used to study shear localization growth. 

Numerical simulations of the dynamic deformation response of tantalum hat-shaped 

specimens are performed in this study under prescribed conditions. Comparisons of these 

results to experiments conducted by three different authors [19-21] are also made. The 

finite element mesh, simulation results, and comparison with the corresponding 

experimental data for tantalum are given in Figure 3. This figure shows that the shear 

localization corresponding to pure tantalum deformed at the above mentioned loading 

condition compares well with the optical micrographs taken at the forced localized shear 

region. In addition to the good comparisons between the results from simulations and 

experiments, the width of the shear region increases with increasing shear strain within a 

given specimen. 

 
                                                                     (a)                                                           (b) 

 
(c) 

Figure 3. Cylindrical Hat-shaped specimen for tantalum under adiabatic condition: (a) A three-dimensional shape 

corresponding to 3/4 of the sample [12]; (b) comparison between experiment and simulation results in shear stress 
versus displacement ; (c) shear localization results from experimental observations [21] and contour plots of model 

simulation [12]. 

3.3.  A projectile impacting a composite plate 

The proposed model is used to simulate a hemi-spherically tipped cylindrical  steel 

projectile, 5.5mm long and 7.5mm diameter, impacting and penetrating into a 50x50x5mm 

Ta (To = 293K , strain rate = 3000/s)
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laminated metal matrix composite plate subjected to an initial velocity of 1000m/s (for 

more details regarding the geometry and material parameters please see [22]).  

Figure 4 shows the sequence of stages of impact. Global bending and dishing is observed in 

the third stage. Numerical plots of the perforation of the target plate by the projectile shows 

the limited inelastic deformation that occurs outside of the localized shear zone. These plots 

clearly indicate that the numerical model qualitatively captures the overall physical 

behavior of the target during penetration and perforation. In the third and fourth stages of 

deformation of the plate it can be seen that the elements in the impacted area are 

significantly distorted. However, stable results are nevertheless obtained. This distortion 

caused delay in the damage evolution process and, consequently the erosion of the failed 

elements. This simulation also indicates that the initiation and propagation of the 

microdefects depend on both the amplitude and distribution of the inelastic strain/stress in 

the vicinity around the microdefects. This implies that the evolution of the material 

inelasticity is practically a nonlocal process. Hence, such nonlocality in the material 

response requires such a micromechanical approach that incorporates material length scale 

parameter into the classical constitutive relations. 

  
Figure 4. Deformation Stages of the Plate during the Impact Process [22]. 

4. Conclusions 

 

The authors presented the micro-mechanical damage model that accounts for the nonlocal 

microscopic interactions between material points in the simulation of metal/composite   

localization, impact and severe contact stress problems. The presented nonlocal 

microdamage model is based on the enhanced gradient-dependent theory which is 

successful in explaining the size effects encountered at the micron scale and in preserving 

the well-posed nature of the initial boundary value problem that governs the solution of 

material instability triggering strain localization. This is modeled through coupling 

continuum damage with strain gradient plasticity. 

The finite element simulations are performed by implementing the presented model in the 

commercial finite element code ABAQUS [16] as a user defined subroutine (VUMAT) in 

order to perform the simulations.  

This model provides a potential feature for enabling one to relate the non-local continuum 

plasticity and damage of the bulk material to friction and wear at the contact interfaces. The 
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findings of this research effort is invaluable in providing a material model and numerical 

procedure that will be used within a hydrocode to better facilitate the design components of 

severe contact stress applications. 
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Abstract. A size-dependent micromechanical framework is rendered to predict the 
deformation responses of particle-reinforced metal matrix composites by incorporating 
essential features of the dislocation plasticity. Within the framework of probabilistic 
micromechanical formulation, the damage caused by the manufacturing process and by the 
external mechanical loading in the presence of thermal residual stresses is considered. The 
density of dislocations due to the thermal contraction misfit and the plastic deformation 
misfit are taken into consideration within the micromechanical methodology to account for 
the dislocation strengthening. To predict the overall elastoplastic damage behavior of 
composites, a size-dependent hybrid effective yield function is presented based on the 
ensemble-volume averaging and modified matrix yield strength. 

 

1. Introduction 
 
Composite materials have been widely studied and employed in diverse fields of science 
and engineering disciplines due to their superior structural performance, versatile 
capabilities, and customizable design potentials. In comparison with many conventional 
materials, fiber-reinforced or particle-reinforced composites offer salient features such as 
low density, high strength-to-weight ratio, high stiffness, high toughness, improved creep 
resistance, enhanced wear resistance, superior environmental durability, custom 
microstructure-morphology, and preferred directionality, etc. The matrix material may 
consist of metal, ceramic, or polymer. The inclusions (particles or fibers) can be 
unidirectionally aligned, bi-directional, or randomly dispersed in a matrix material.  
 

2. Effective elastic moduli of multi-phase composites 
 

2.1. Manufacturing process induced damage 
 
The particle fracture caused by manufacturing processes is a common phenomenon, and has 
a dominant effect upon the performance of MMCp [1]. Since the cracked particles may not 
carry any load effectively, they can be treated as voids. However, cracked particles can still 
contribute to the composite stiffness. Moreover, the amount of particle fracture is 
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dependent on the particle size; therefore the deformation behavior of MMCp is particle-size 
dependent [2]. The stiffness of a cracked particle (2)C can be represented as: 

 ( )(2) (1)1 , where 1D D= − ⋅ =C C  (1) 

Here, (1)C  represent the elastic stiffness of an intact particle and can be expressed as: 

( )(1) (1) (1) , , , , 1,2,3ijkl ij kl ik jl il jkC i j k l= + + =λ δ δ µ δ δ δ δ  (2) 

where (1)λ  and (1)µ  denote the isotropic Lamé constants of intact particles. The 

manufacturing process often induces anisotropic damage, hence the fourth-order tensor is 
suitable to characterize the damage in Eq. (1), if the detailed microstructural information is 
available. In addition, an exponential cumulative density function (CDF) is adopted to 
account for the probable size-dependent particle fracture as follows: 

( )(2) , where 1 expm m mfP P R a= ⋅ = − − ⋅φ φ  (3) 

Here, the coefficient mfR  and the particle radius a control the amount of damage or fracture 

probability of particles as shown in Figure 1. Further, φ  and (2)φ  denote the volume 

fraction of the original (intact) particles and the damaged particles caused by the 
manufacturing process, respectively.  
 

 
Figure. 1.  The probability function 

m
P  with various particle radii. 

2.2. Thermal residual stress and relaxation 
 
Eigenstrain is introduced in micromechanics to represent inelastic strains such as the 
thermal strain, phase transformation strain, plastic strain, and misfit strain. The thermal 
contraction misfit can be simulated by the thermal eigenstrain as follows: 
 ( )* * *

1 0, whereij ij T= = − ∆ε α δ α α α  (4) 

Here, 0α  and 1α  signify the coefficients of thermal expansion (CTE) of the matrix and 

inclusion, respectively, and 
ij

δ  is the Kronecker delta. Since the thermal eigenstrain is the 

stress-free strain within the inclusion, Eshelby’s equivalence principle can be expressed 

with the total or fictitious eigenstrain **ε  as 

 ( ) ( )( ) 0 * 0 **
0

r ′ ′+ − = + −C : ε ε ε C : ε ε ε  (5) 
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During the manufacturing process, the internal stress caused by thermal expansion 
mismatch can be quickly relaxed by the dislocation punching. For example, the internal 
stress relaxation leads to a decreased amount of residual compressive cramping force 
around inclusions. On the other hand, in terms of yielding, such relaxation is particularly 
favored for fiber-reinforced composites because the residual deviatoric stress in a matrix 
can also be reduced. We simulate the domain of punched-out dislocations by an additional 
prolate spheroid as rendered in Figure 2. By taking advantage of the respective dislocation 
loop configuration as displayed, the following thermal eigenstrain decomposition is 
considered for the relaxed state (cf. Figure 2(b)):  
 

 
Figure. 2.  The dislocation loops configurations featuring (a) non-relaxed state; (b) relaxed state. 

 

* *

*

0 0 0

0 0 in

0 0

A
ij A

 
 = Ω 
  

ε α
α

 (6) 

*

*

( / ) 0 0

0 0 0 in

0 0 0

B
ij B

a a′ ⋅
 = Ω 
 
 

α
ε  (7) 

Here, a  represents the particle radius. We define the punching distance a′  directly with 

the mean center-to-center distance of particles 
p

λ  as follows: 

1/ 2

2
, where 2 1

2 6
p

p
a a′ = = − +

  
  
   

πλ λ
φ π

 (8) 

The relaxed internal stress state can be emulated by the following equivalence equation: 

( ) ( )(1) ( ) * * ( ) ** * ( ) * * ( ) ** **
0

B B B A A B B B A• − + − = • − + −C S : ε ε S : ε ε C S : ε ε S : ε ε  (9) 

Therefore, the total eigenstrain for a relaxed state can be expressed as  

( )1** (1) ( ) (1) ( ) * (1) *
0

A B B A
R

−
  = + ∆ • • −∆ • − +   ε C C S C S I : ε C : ε  (10) 

By contrast, based on Eqs. (4) and (5), the equivalence equation for a non-relaxed state is 
given as 

 ( ) ( )(1) ( ) ** * ( ) ** **
0

A A• − = • −C S : ε ε C S : ε ε  (11) 

Accordingly, in contrast to Eq. (10), we obtain the total eigenstrain for a non-relaxed state: 
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 ( ) 1** (1) ( ) (1) *
0

A
NR

−
= + ∆ • •ε C C S C : ε  (12) 

Finally, by assuming that the dislocation punching occurs in every possible direction, the 
amount of stress relaxation is estimated by the following equation: 

** **
_, where /

Angle

ref R NR ijij
T T∆ = ⋅ ∆ =η η ε ε   (13) 

The angle–ensemble averaging can be performed by the following equation: 

 ( )2 /2** **

0 /2

1
cos

4

Angle T

R R
d d

−
= ∫ ∫ε Q: ε : Q

π π

π
φ φ θ

π
 (14) 

2.3. Concept of equivalent inclusion method 
 

While the tensile radial stress reaches a critical interfacial debonding stress 
cri

σ , the local 

debonding criterion can be characterized as [3]: 

0, then the interface is partially debonded

0, then the interface is perfectly bonded

Interface

cri

Interface

cri

≥ =

< =

σ σ

σ σ
 (15) 

Since thermal residual stresses are induced before the mechanical loading due to the 
manufacturing process, the presence of residual stress plays an important role for the 
interfacial damage evolution. To estimate the extent of damage, we make use of the 
approximate interface stress of intact particle based on the micromechanical equations [3]: 

*Interface = ⋅ +σ F : σ G : εβ   (16) 

The In order to emulate the reduction in load-transfer capability of particles, the following 
equivalent orthotropic stiffness is defined for the partially debonded particles: 

( )( 3 ) ( 3 ) ( 3 )
, , , , 1, 2, 3 and , , 1, 2, 3

ijkl IK ij kl IJ ik jl il jk
C i j k l I J K= + + = =λ δ δ µ δ δ δ δ  (17) 

where 

( ) ( ) ( ) ( )( 3 ) (1) ( 3 ) (1)
1 1 ; 1 1

IK I K IJ I J
D D D D= − ⋅ − = − ⋅ −λ λ µ µ  (18) 

 

3. Effective elastoplastic-damage behavior 
 

3.1. Effective elastic-damage moduli of 4-phase composites 
 
Since the self-equilibrium residual stresses do not influence the elastic properties of 
composites, the effective stiffness tensor of four-phase composites can be expressed as 

 
*   e

σ = C : ε  

 

(19) 

3.2. Effective yield function for elastoplastic composites with damage and residual stress  
 
The effective yield function for a composite is defined by the following equation: 

 ( )( ) 0
p

F H K e= − ≤x  (20) 

The ensemble-volume-averaged stress norm ( )
m

H x  for the matrix material with three 

distinct phases of particles is approximated as 
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 { }
3

0 0

1

( ) ( ) ( )
r r

r rm

r

H H H H P
− ≠ Ω

=

≅ + − ⋅ 
 ∑ ∫ x x

x x x x  (21) 

The far-field stress 0
σ  is expressed in terms of macroscopic stress and thermal eigenstrain: 

 0 *= +σ P : σ Q : ε  (22) 

By making use of Eq. (22), we obtain 
* * *( ) 2A B C

m
H = + ⋅ +x σ : T : σ σ : T : ε ε : T : ε  (23) 

As only the intact particles can effectively constrain the deformation of surrounding matrix 
material, the ensemble-volume-averaged current stress norm for a composite is:  

( )( 1 ) * * *

( ) 1 2
A B C

H = − + ⋅ +x σ : T : σ σ : T : ε ε : T : εφ  (24) 

 
3.3. Dislocation strengthening  
 
To account for the dislocation strengthening, we consider the thermal contraction misfit and 
plastic deformation misfit between the matrix and particles. The dislocation density 
generated by the thermal contraction misfit is estimated as: 

 
*

6T

a b
=

φ α
ρ   (25) 

where b is the Burgers vector of the matrix material. Since only intact particles can 
effectively constrain the deformation of surrounding matrix, only the plastic deformation 
mismatch between the matrix and intact particles is considered. Accordingly, by invoking 
the volume fraction of intact particles, the following incremental form is considered: 

 
(1)

(1)

3
, where

1

p

P p p

m m

e
e e

a b
= =

⋅ −

&

& & &
φ

ρ
φ

 (26) 

Since the increased dislocation density in composites leads to the higher yield strength of 
matrix material, the yield strength of the matrix in composite is expressed as: 

 
m

y y y
= + ∆σ σ σ  (27) 

Here, 
m

y
σ  represents the yield strength of the unreinforced matrix, and 

y
∆σ  signifies the 

amount of dislocation strengthening. The mechanisms of similar strengthening are most 
suitably combined with the square root sum; thus the net strengthening is expressed as 

 ( ) ( )2 2T P

y y y
∆ = ∆ + ∆σ σ σ  (28) 

4. Numerical simulations 
 
In the experiment, the uniaxial tensile behaviors were observed for T6-A356/SiC and T4-
A356/SiC composites, respectively. As exhibited by Figures 3, 4 and 5, the interfacial 
debonding cannot be observed instantly after the mechanical loading is applied.  
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Figure 3.  The comparisons between the theoretical predictions and experimental data (T6-A356/SiC 15% 
composite by [4]) 
 

 
Figure 4.  The comparisons between the theoretical predictions and experimental data (T4-A356/SiC 15% 
composite by [4]). 
 

 
 

Figure 5.  The theoretical predictions on the particle volume fraction evolutions for T6-A356/SiC 15% composite 
(the volume fraction = 0.15, the particle diameter = 7.5 mµ ). 
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Abstract. This paper describes the needs required in modern virtual metal forming including 
both sheet and bulk metal forming of mechanical components. These concern the advanced 
modeling of thermomechanical behavior including the multiphysical phenomena and their 
interaction or strong coupling, as well as the associated numerical aspects using fully 
adaptive simulation strategies. First a survey of advanced constitutive equations accounting 
for the main thermomechanical phenomena as the thermo-elasto-plastic finite strains with 
isotropic and kinematic hardenings fully coupled with ductile damage will be presented. 
Only the macroscopic phenomenological approach with state variables (mono-scale 
approach) will be discussed in the general framework of the rational thermodynamics for 
generalized micromorphic continua. The micro-macro (multi-scales approach) in the 
framework of polycristalline inelasticity is not presented here for the sake of shortness but 
will be presented during the oral presentation. The main numerical aspects related to the 
resolution of the associated initial and boundary value problem will be outlined. A fully 
adaptive numerical methodology will be briefly described and some numerical examples 
will be given in order to show the high predictive capabilities of this adaptive methodology 
for virtual metal forming simulations.  

 

1. Introduction  
 
To increase their highly competitive market share, manufacturers have to constantly 
innovate to design new high added value products. These new products should be produced 
under low cost and severe environmental constraints to reduce significantly the carbon 
emission in conformity with the European code REACH. In this context, there is no longer 
place for the classical and very expensive trial and error approaches which have 
characterized manufacturing industry for long years. In recent decades, these costly 
methods have gradually replaced by concurrent engineering methods which break with 
sequential methods by placing the product in the form of a digital mockup put in the middle 
of all the actors of a given project team.  
In this framework of concurrent engineering using an appropriate digital mockup, each part 
from any mechanical system should be designed and its manufacturing process optimized 
numerically before its physical realization. This defines what we call virtual metal forming. 
As with other scientific fields where numerical simulation is essential, predictive 
capabilities of virtual metal forming methods require: (i) advanced thermomechanical 
constitutive equations representing the mechanisms of the main thermomechanical 
phenomena involved and their various strong couplings; (ii) high-performing numerical 
methods adapted to the problem’s various nonlinearities; (iii) adaptive and user friendly 
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geometric tools for the spatial representation and adaptive spatial discretization of 3D 
geometrically complex solids undergoing large inelastic strains. 
These aspects have been extensively developed during the last decades in order to provide 
engineers by helpful numerical tools in order to design and optimize the best forming 
process. These numerical methodologies are mainly based on the widely used finite element 
method (FEM) as in ([1], [2], [3]) or even on more recent numerical methods as Meshfree 
or Meshless methods [4]. In the most of these works, constitutive equations describing the 
thermomechanical behavior of the metallic materials are very simplified neglecting many 
important phenomena and their mutual interactions (coupling) as the kinematic hardening, 
the ductile damage, the microstructural nature of metals etc. 
More recent works have focused on the use of advanced constitutive equations which try to 
take into account the main phenomena without neglecting their strong coupling and full 
interactions. The works developed by our team (UTT/LASMIS) since twenty years can be 
accounted among these recent works dedicated to the virtual metal forming using advanced 
fully coupled constitutive equations ([5] to [11]). A comprehensive summary and recent 
state of the art of these works can be found in the recent books by Saanouni ([10], [11]). 
In this invited paper, a very short summary of the main aspects of virtual metal forming 
using advanced multiphysical constitutive equations will be discussed and one illustrative 
example will be given.  
 

2. About the advanced thermomechanical constitutive equations 
 
As discussed in the introduction above, constitutive equations with high predictive 
capabilities are required for virtual metal forming where highly nonlinear phenomena are 
exhibited as large inelastic strains, nonlinear isotropic and kinematic hardening, ductile 
damage initiation and growth, initial and induced anisotropies due to the inelastic flow or to 
the ductile damage, strong thermal exchanges with highly localized thermal zones, ductile 
fracture initiation and growth inside intensive (adiabatic) shear bands, microstructure 
evolution under severe mechanical and thermal loading conditions, ... To model these 
phenomena and their mutual interactions or strong coupling, two approaches can be used: 
the macroscopic or mono-scale approach and the micro-macro or multi-scale approach. In 
both approaches, the ductile damage effects lead to induced softening which modifies 
completely the nature of the initial and boundary value problems and induces a high 
sensitivity to the time and space discretization. This requires the use of the mechanics of the 
generalized continua called the nonlocal mechanics based either on higher grade continua 
or higher order continua ([10] to [14]).  
 

2.1. Micromorphic nonlocal fully coupled constitutive equations 
 
A complete set of fully coupled constitutive equations can be developed in the framework 
of the rational thermodynamics of irreversible processes with couples of state variables 
representing the required thermomechanical phenomena. The detailed derivation of these 
constitutive equations can be found in our publications given in references list and mainly 
in the two recent books ([10], [11]). Here, for the sake of shortness, we limit ourselves to 
giving the final equations of the fully coupled nonlocal constitutive equations for isotropic 
metallic material developed in the framework of micromorphic continua under isothermal 
condition for the sake of simplicity. This consists in introducing additional micromorphic 
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(isotropic) state variables corresponding to the micromorphic damage ((
⌣ ⌣
d ,Y ) and 

( ∇
�� ⌣ ⌣

d ,Y )), micromorphic isotropic hardening (( , )
⌣⌣

r R , ( , )∇
�� ⌣⌣

r R ) and micromorphic 

kinematic hardening (( , )
⌣⌣
Xα , ( , )∇

�� ⌣⌣
Xα ). This defines a first gradient micromorphic theory 

as can be found in [10, 11] and leads to the enrichment of the state relations and the 
evolution equations by nonlocal terms which are simply added to the classical local 
contributions. Also the application of the principle of virtual power when the corresponding 

micromorphic degrees of freedom 
⌣
d , 
⌣
r  and 

⌣α  are introduced, leads to additional 
micromorphic balance equations (see later in §3). 
Accordingly, if we limit ourselves to the fully isotropic and isothermal case for the sake of 
shortness, the micromorphic constitutive equations write as following: 
 
Micromorphic state variables: defined in the rotated configuration by :  

- Cauchy stress tensor (1 ) 2 ( )1e e
loc e ed trσ σ µ ε λ ε    = = − += = − += = − += = − +        (1) 

- Kinematic hardening stress tensor: loc nlocX X X= += += += +  and (2 / 3)(1 )locX d C α= −= −= −= − ,  

(1 )
⌣

nlocX d X= − −= − −= − −= − − . (2) 

- Isotropic hardening stress: loc nlocR R R= += += += + and (1 )locR d Qr= −= −= −= − ,  (1 )
⌣

nlocR d R= − −= − −= − −= − −  (3) 

- Damage force loc nlocY Y Y= += += += + :   

21 2 1 2 1 3

2 1
⌣ ⌣ ⌣

e e
loc

nloc

Y ( / ) : : ( / )Qr ( / )C :

Y Y Rr X : /( d )

ε Λ ε α α

α

 = + += + += + += + +


    = − + −= − + −= − + −= − + −     

 (4) 

- Micromorphic back stress tensors: (((( ))))1
(1 )

3

⌣⌣ ⌣
X C d α α= − − −= − − −= − − −= − − −     and    

� �⌣⌣ ⌣
gX C ( )α= ∇= ∇= ∇= ∇  (5) 

- Micromorphic isotropic stresses: (((( ))))1
⌣⌣ ⌣

R Q ( d )r r= − − −= − − −= − − −= − − −    and   
� �⌣⌣ ⌣

gR Q ( r )= ∇= ∇= ∇= ∇ . (6) 

- Micromorphic damage forces: ( )
⌣⌣ ⌣

Y H d d= − −= − −= − −= − −    and   ( )
� � ⌣⌣ ⌣

gY H d= ∇= ∇= ∇= ∇ . (7) 

In addition to the classical elasticity (,e eµ λ ) and hardening (C, Q) modules, new 

micromorphic modules (
⌣
C ,
⌣

gC ,  
⌣

Q , 
⌣

gQ , 
⌣

H  and 
⌣

gH ) are added to characterize the three 

micromorphic phenomena under concern. 
  
Micromorphic evolution equations: defined in the rotated single surface fully non-

associative theory assuming the small elastic strain (i.e. (((( ))))2 .ɺ
syme e pD Dε ε Ω= + += + += + += + + )   by:   

- Plastic strain rate: / 1ɺ ɶ
p p

locD D n dλ= = −= = −= = −= = −    where 3( ) /(2 )ɶ
devn X Xσ σ= − −= − −= − −= − −  (8) 

- Kineamtic strain rate: 

ɺ ɺ ɺ
loc nlocα α α= += += += + where (((( ))))1 1

ɺɺ

⌣ ⌣ɺɺ

p
loc loc

nloc

D a

a( C / C ) ( d ) / ( d )

α λα

α λ α α

 = −= −= −= −
 = − − − −= − − − −= − − − −= − − − −

 (9) 
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- Isotropic strain rate:ɺ ɺ ɺloc nlocr r r= += += += + where 
(((( ))))

(((( ))))
1

1 1

ɺɺ

⌣ ⌣ɺɺ

loc

nloc r

r br 1-d / 1-d

r b( Q / Q ) ( - d )r r / ( - d )

λ

λ

 = −= −= −= −


= − −= − −= − −= − −

 (10) 

- Damage rate: (((( ))))/ / 1ɺ ɺ
s

yd Y Y S d
βλ     = − −= − −= − −= − −     .    (11) 

- Total rotation rate tensor: ɺ TQ.Q Ω Ω= −= −= −= −  with  0 1Q( t )= == == == = . (12) 

where ɺλ  is the single plastic multiplier ɺλ  can be deduced from the consistency condition 

applied to the yield criterion ( , , )ɶ ɶɶ ɶɶ ɶ
n yf X R X Rσ σ σ= − − −= − − −= − − −= − − − , yσ  being the limit yield 

stress and yY  is the threshold for the damage force invariant below which the damage rate 

is zero and 
d

β , dS  and 
d

s  are material parameters characterizing the ductile damage 

growth. The norms defined in the stress space : 3( ) : ( ) / 2ɶ ɶ ɶɶ ɶ ɶdev devX X Xσ σ σ− = − −− = − −− = − −− = − −  for 

this isotropic plastic flow. Finally, Ω Ω−−−−  is the relative total rotation rate (spin) depending 
on the choice of the rotating frame (Green-Naghdi, Zaremba-Jaumann, …).   

2.2. About the identification methodology 
As can be clearly noticed from the constitutive equations presented above, numerous 
material parameters should be determined for each material before using these constitutive 
equations in virtual metal forming. This can be done using an appropriate methodology 
combining the well known inverse approach together with appropriate experimental results 
obtained on a wide range of loading conditions (loading paths, velocity, temperature, etc). 
This kind of identification methodology can be find in Chapter 4 of  [10] or [11] which 
allows the determination of the overall material parameters for each material used. 
 

3. About numerical aspects 
 
As mentioned above the initial and boundary value problem (IBVP) defining the virtual 
metal forming problems, is defined by various strong forms which are, in this 
micromorphic formulation, for a solid t℘℘℘℘  of boundary Γt  and at each time t ([10], [11]):  

- the equilibrium equations:  

( )

. Γ

���� � �

��
t t

t

div f in

n F on

σ ρ γ
σ
 + = ℘+ = ℘+ = ℘+ = ℘
 ====

. (13) 

- the micromorphic damage balance equations:  

(((( ))))
(((( ))))

2 ( )

( ) . 0 Γ

⌣

⌣

⌣ ⌣ ⌣ɺɺ
⌣ℓ

� ⌣⌣ �

d
td

g t

Lap d d d d in
H

H d n on

ζ
ρ + − = ℘+ − = ℘+ − = ℘+ − = ℘


 ∇ =∇ =∇ =∇ =

                       where    ⌣

⌣

⌣ℓ
g

d

H

H
==== . (14) 

- the micromorphic isotropic hardening balance equations:  
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(((( ))))
(((( ))))

2 ( ) (1 )

( ) . 0 Γ

⌣

⌣
⌣ ⌣ ⌣ɺɺ⌣ℓ

�⌣ �⌣

r
r t

g t

Lap r d r r r in
Q

Q r n on

ρζ + − − = ℘+ − − = ℘+ − − = ℘+ − − = ℘

 ∇ =∇ =∇ =∇ =

           where    ⌣

⌣

⌣ℓ
g

r

Q

Q
==== . (15) 

- the micromorphic kinematic hardening balance equations:  

(((( ))))
(((( ))))

2 ( ) (1 )

( ) . 0 Γ

⌣

⌣
⌣ ⌣ ⌣ɺɺ⌣ℓ

�⌣ �⌣

t

g t

Lap D in
C

C n on

α
α

ζα α α ρ α

α

 + − − = ℘+ − − = ℘+ − − = ℘+ − − = ℘

 ∇ =∇ =∇ =∇ =

           where    ⌣

⌣

⌣ℓ
gC

Cα ==== . (16) 

where the overall micromorphic body forces and contact forces have been neglected for the 
sake of simplicity, and ⌣

d
ζ , ⌣

rζ  and ⌣αζ  are parameters which map the classical local 

density to the micromorphic densities; 
⌣ɺɺd , 
⌣ɺɺr  and 

⌣ɺɺα  are the micromorphic accelerations 

related to the micromorphic damage, isotropic hardening and kinematic hardening; Θv
in  is 

the classical local intrinsic dissipation. Finally, ⌣ℓ
d

, ⌣ℓ r  and ⌣ℓα  are nothing but the internal 

lengths related to the three micromorphic phenomena under concern. 
These four strong forms lead to four associated weak forms at the basis of the finite element 
formulation giving five fully coupled algebraic systems to be solved using either a dynamic 
iterative implicit (Newton-Raphson) or dynamic explicit resolution scheme. Note that for 
virtual metal forming, the dynamic explicit resolution scheme is preferred due to the 
difficulties to obtain consistent tangent matrix and to the contact with friction as well the 
damage induced softening. 
The global resolution scheme requires the local numerical integration, at each integration 
point of each finite element, of the fully coupled constitutive equations (Eq. (1) to (12)). 
This can be performed thanks to a fully implicit iterative integration scheme based on the 
elastic prediction and plastic correction algorithm combined with an asymptotic scheme 
applied to the hardening constitutive equations. 
A fully adaptive numerical methodology can be constructed in order to solve the IBVP over 
each time increment using a fully adaptive remeshing procedure. This latter uses various 
error indicators based on the local curvature of the contact surfaces as well as the plastic 
and damage dissipation. A 2D or 3D mesh generator is used to generate the new mesh after 
the fully damaged elements deletion, and appropriate operators are used to transfer the 
thermomechanical fields from the old to the new mesh after each loading sequence ([9], 
[10], [11]). 
      

4. One illustrative example 
 
The numerical methodology outlined above has been extensively used in ([5] to [11]) in 
order to perform various sheet and bulk metal forming processes. Without going more in 
detail, one illustrative example is given in Fig.1 concerning the simulation of the expansion 
test performed in order to measure the ductile fracture of thick sheets made in high strength 
steel. The results compare the numerically simulated process where clearly four main 
cracks are predicted at the end in accordance with the experimental result shown in Fig. 1d. 
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Figure 1. Final results of the expansion process of a thick sheet (from [10], [11]) 
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Abstract. The continuum damage mechanics (CDM) has now reached a high level of 
maturity and is currently used to solve various engineering problems involving the 
development of various kinds of fracture [1], [2], [9], [11], [13], [14]. This work consists in 
the modelling and numerical simulation of specific cutting processes of more or less thick 
sheets using CDM. First, a thermodynamically-consistent constitutive equations strongly 
coupled with ductile damage is presented [10], [11], [12]. Attention is paid to the strong 
coupling between all the mechanical fields accounted for and the ductile damage. The 
associated numerical aspects dealing with either the local integration scheme as well as the 
global resolution scheme using the standard FEM are then briefly presented. Application is 
made to the modelling and numerical simulation of some sheet slitting processes. The 
obtained numerical results show the ability of the proposed CDM-based methodology to 
reproduce accurately the slitting process. A parametric study aiming to examine the 
sensitivity of the process parameters such as the sheet thickness, step of blade advance and 
clearance cutting is presented.  

1. Introduction 
Sixty years ago, industrialists optimize cutting processes to choose the required 
technological parameters based on the trial-error expensive approach. Indeed, studies 
concentrate on decreasing the cutting effort and energy by studying closely tool penetration 
till fracture. Some research works took lead with regard to the simulation of cutting 
processes of thin sheets. Two approaches are often used to model the material behavior 
including the ductile fracture effects. The first is introduced by Gurson ([3]) and the second 
one is based on CDM approach as developed in Lemaitre [7]. Nowadays, numerical 
simulation of thick sheet metal cutting processes gives a very useful optimization tool for 
engineering industries. In the present work, we are interested in cutting processes by 
shearing of thick sheet metal using a thermodynamically-consistent constitutive equations 
strongly coupled with isotropic damage. In fact, the local CDM approach is now currently 
used to introduce the ductile damage effect [7], [12] in order to predict metal cutting 
processes [10], [11], [12]. Thus, we propose a double slitting modeling process, more 
particularly for the tools motion and the choice of boundary conditions. A numerical 
analysis of fracture topographies and cutting force for different configurations (thickness, 
clearance...) are studied.  
2. Coupled constitutive equations 
The coupling between the ductile damage and the elastoplastic constitutive equations is 
formulated in the framework of the thermodynamics of irreversible processes together with 
the Continuum Damage Mechanics (CDM) approach [10], [11], [12]. Here, we are 
interested in the strongly coupled isothermal elastoplasticity and ductile isotropic damage. 
Thus, the following state variables are used: (εe, σ) for small elastic strain tensor and the 
Cauchy stress tensor, (α, X) for the back-strain and back-stress deviator tensors describing 
the kinematic hardening, (r, R) equivalent plastic driving strain and stress representing the 
isotropic hardening and (D, Y) for isotropic ductile damage and its conjugate force, which is 
also known as a damage strain energy release rate. The coupled constitutive equations 
formulated in the rotated configuration according to the objectivity requirement using the 
below defined state variables [4], [12]: 
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Cauchy stress tensor: e e(1 )[ 1 2 ]e eD trσ λ ε µ ε= − +  (1) 

Kinematic hardening stress tensor: αCDX )1(
3

2 −=  (2) 

Isotropic hardening stress: rDQR )1( ω−=  (3) 

Isotropic damage: ²]
2

1
:

3

2
[)²]()²(

2

1
[ 1ee QrDCtrtrYYY inee

−+++=+= ωωααεµελ  (4) 

To accounts for the effect of dissymmetry in the damage evolution and effects under 
tension and compression due to the microcracks closure [7], the Cauchy stress tensor is 
decomposed according to: 

%

1 D 1 hD

+ −σ σσ = +
− −

 
(5) 

Thus, a new form of the elastic contribution of the damage driving force is obtained in the 
stress principal frame: 
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where )(3/1 σσ trH =  and Iσ , IIσ , IIIσ  are the principal stresses. Some materials exhibit some 

microstructural instabilities at the beginning of the plastic flow due to the nucleation of the 
so-called Piobert-Lüders bands. To accounts for this phenomenon, the plasticity is chosen 
as rigid plastic during the first percentages of the plastic strain. Therefore, an additional 
parameter noted “*p ” which serves as a threshold in terms of accumulated plastic strain: 

pD n= δ& , where / 1n n D%= −  (7) 

( ) ( )if p p* n a else 0> α = δ − α α =&& &  (8) 

( ) 1
if p p* r br else r 0
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&& &
 (9) 
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 − δ=   − 

&
&

 
(10) 

with δ&  is the plastic multiplier, a and b are the nonlinearity parameters for kinematic and 
isotropic hardening, respectively and n  is the outward normal to the isotropic von Mises 
yield function. These constitutive equations have been discretized using a fully implicit 
time discretization scheme together with the elastic predictor and plastic corrector method. 
This algorithm has been implemented in ABAQUS/EXPLICIT FE package using the user’s 
subroutine VUMAT (see references [11], [12] for more detail). The initial and boundary 
value problem is solved thanks to the dynamic explicit resolution scheme available in 
ABAQUS/EXPLICIT [6].  
3. Double slitting process modeling 
The double slitting process is schematized in Figure 1. By a combination of connecting 
rods, the cutting press requires an oscillatory motion of the longitudinal blade (Fig.1). From 
a kinematic diagram, we have developed the motion equation of the transversal and 
longitudinal blade which is introduced in Abaqus using a specific VUAMP subroutine. In 
the modeling the tools are taken as rigid bodies. The Coulomb model is used to define the 
friction between the upper blade and the sheet metal with the friction coefficient η=0.3. The 
sheet is discretized using 3D hexahedral elements (C3D8R) with a mesh size progressively 
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evolving from the smallest size of (1x1x4) in the shearing area to the maximum size of 
2.5x6.0x12.0 away from the shearing zone. An inverse identification procedure gives the 
following material parameters for specific steel: E=220 GPa, ν=0.29, σy=738 MPa, 
Q=1680 MPa, b=8, C=6800 MPa, a=120, S=2.5 MPa, s=1.2, β=0.5, Y0=0.7, ω=4. 

 
Fig.1: Schematic representation of the double slitting 

4. Process parameter influence 
Fig.2 shows different steps along cutting cycles. One cycle is divided on four stages. Stage 
1: the sheet is clamped to the lower blade by a pressing device. Stage 2: oscillatory motion 
of the upper blade leading to the sheet cutting operation. Stage 3: back pressing device. 
Stage 4: rotation of pressing roller which results from longitudinal (x axis) displacement of 
the sheet at a distance "p". The time of one cycle process is 0.1s. 

            
Fig.2: von Mises iso-values: (a) time=3.66e-2s, (b) time=5.46e-2s, (c) time=7.4e-2s 

Figure 3 shows the evolution of the cutting force for various thicknesses. The cutting force 
is quite proportional to the thickness of sheet. For large thick sheet, the cutting force can be 
divided to four stages. Stage I represents a fast increase in the cutting force until its 
maximum because the upper blade comes in contact with sheet metal that hardens; Stage II 
corresponds to the progressive failure of the sheet; stage III corresponds to a constant force 
which corresponds to the bottom dead center of the blade and stage IV corresponds to the 
release of the blade. After cutting, the sheet metal moves with a step displacement p. For 
the first cycle, p represents the initial longitudinal position of the sheet to the lower blade. 

 
Fig.3: Cutting force with J=10% for e=10mm, e=30mm 

and e=50mm 

 
Fig.4: Cutting force with e=30mm, J=10% for 

p=888mm, p=1000mm and p=1200mm 

 

 

Lower knife with 
longitudinal and 
transversal blades 

Upper longitudinal blade 

Sheet 

Pressing 
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Fig.5: Cutting force for e=10 for  J=20%, 10% ,  5% 

 

Tab.1: Step displacement and thickness effect on thick 
sheet metal 

 

 e=30mm e=50mm 
p=1000 
mm 

F =3192.718 
kN 

F =5400,501 
kN 

p=1200 
mm 

F =3338.977 
kN 

F =5651,137 
kN 

The evolution of the cutting force is also proportional to “p” (Fig.4) simply because the 
quantity of sheet shearing zone increase when p increase. According to the data in table 1, 
for e=30mm, the cutting force increases with 4.38% from p=1000mm to 1200mm, and with 
about 4.43% for e=50mm.  Figure 5 shows that the clearance has very little influence on the 
cutting force, but often helps to improve the fracture topography (this aspect is quite 
presented in [5]). Nonetheless, these results are extremely dependent on the element size in 
the cutting zone and a sensitivity analysis of the mesh size would be necessary to fully 
achieve the studies of the numerical simulation of the double slitting process. 
5. Conclusion 
We proposed in this paper a complete numerical simulation of the double slitting process 
with particular emphasis on the behavioral model and modeling of the ductile damage 
effect. A sensitivity study of some of process parameters (thickness, displacement “p” and 
clearance), cutting force was proposed and analyzed. Application to the 3D double slitting 
of thick sheet validates the proposed numerical approach with the adapted process 
parameters. In fact, the obtained results are encouraging and the methodology is then useful 
to optimize the specific shearing process. Further, an adaptive meshing procedure is 
required to improve the modelling procedure. 
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Abstract. The present paper is devoted to solving the pathological mesh dependency of 
FEM numerical results of Initial and boundary value problems (IBVP) exhibiting damage-
induced softening. A thermodynamically-consistent formulation incorporating 
micromorphic damage gradient in the framework of micromorphic continuum is proposed. 
In this formulation the damage field is strongly coupled with a mixed isotropic and 
kinematic nonlinear hardening together with micromorphic damage variables. The 
micromorphic damage variable is introduced as a Degree of Freedom (DoF) in the principle 
of virtual power and its first gradient as a state variable in the state potential. By using the 
principle of virtual power in the framework of the micromorphic continuum, an additional 
Partial Differntial Equations (PDE) together with appropriate boundary conditions are 
obtained. A new finite element using one additional DoF for the micromorphic damage field 
is developed, and implemented into ABAQUS/EXPLICIT using the user’s subroutine 
VUEL. While the micromorphic model is implemented using the VUMAT subroutine. For 
the validation purpose, the 2D strain plane uniaxial compression of metallic cylinder is 
performed using fully coupled elastoplastic constitutive equations with mixed hardening 
fully coupled with the ductile isotropic damage. For a given choice of the model parameters, 
the proposed micromorphic methodology is shown to be efficient in avoiding the 
pathological mesh dependency. 

 
 
 

1. Introduction  
 
It is well established, nowadays, that the initial and boundary value problems (IBVPs) 
exhibiting some induced softening due to damage phenomena, lead to solutions highly 
sensitive to the space and time discretization. Many works were developed to avoid this 
problem with several methods. One can find two types of methods: the approximate 
nonlocal methods and the straightforward nonlocal methods.  The approximate methods 
consist in introducing some “localization limiters” in the classical local constitutive 
equations under concern, using either higher order of strain-gradients, damage-gradients or 
equivalently some averaging using specific integral equations ([1], [2], [3], [4] among many 
others). The straightforward theories are based on the framework of generalized continua 
that makes it possible the natural introduction of the characteristic lengths into the 
constitutive equations of materials with microstructure ([5], [6], [7] among others). 
The present work uses the generalized micromorphic theory in order to formulate additional 
micromorphic balance equation governing the micromorphic damage as well as damage-
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gradient micromorphic constitutive equations deduced from the thermodynamics of 
irreversible processes with additional micromorphic state variables. The IBVP resulting 
from this formulation is formulated and numerically discretized using specific finite 
element with the micromorphic damage as an additional DoF.  Applications to some typical 
examples show the efficiency of the proposed micromorphic formulation in ensuring a 
mesh independent solution [8]. 
 

2. Formulation of the micromorphic evolution problem 
 
Damage, which is the main cause of the mesh dependency to the solution of IBVP, is 
selected as the sole target micromorphic phenomenon represented by the micromorphic 

scalar variable D
⌣

. Following, the micromorphic theory [5], D
⌣

 is taken as the additional 
DoF in the principle of virtual power. On the other hand, two new pairs of micromorphic 

state variables namely (D,Y
⌣ ⌣

) and ( D,Y∇
�� ⌣ ⌣

) are added to the state variables space. 
 

2.1. The additional micromorphic balance equation 
 
By writing the generalized principle of the virtual power while taking the displacement 

vector u
�

 and the micromorphic damage D
⌣

 as degrees of freedom, one easily obtain the 
following balance equations [7, 8]: 
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The first one is nothing but the classical equilibrium equations while the second one is a 
new balance equation related to the micromorphic damage. 
 

2.2. Micromorphic constitutive equations 
 
The standard space of local state variables is enriched by the new pairs of micromorphic 

state variables (D,Y
⌣ ⌣

) and ( D,Y∇
�� ⌣ ⌣

). By using the well known framework of the 
thermodynamics of irreversible processes with state variables the state relation as well the 
evolution equations of all the dissipative phenomena can be deduced from both the state 
and dissipation potentials. Adopting the non associative theory and assuming the isothermal 
and fully isotropic conditions, one can find [8]: 
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where 1 1 2 1e eΛ λ µ= ⊗ += ⊗ += ⊗ += ⊗ +  is the elastic properties tensor, Q  and C  are the isotropic and 

kinematic hardening moduli and H
⌣

 and gH
⌣

 are the micromorphic damage moduli. On the 
other hand, by neglecting the micromorphic dissipation and using the non associative 
plasticity theory in fully isothermal and isotropic case, it comes [8]: 
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where pλɺ  is the classical plastic multiplier fulfilling the well known kahn-Tucker 
conditions.  

3. Associated numerical aspects 
 
The constitutive equations developed above have been implemented into 
ABAQUS/Explicit using the VUMAT user’s developed subroutine. Also a new finite 

element with additional DoF (D
⌣

) has been implemented thanks to the user’s subroutine 
VUEL. The IBVP has two fully coupled weak forms derived from eq. (1a and 1b). Their 
resolution was performed using a dynamic explicit sequential resolution scheme. The local 
integration scheme, used to compute the stress and state variables at each Gauss point and 
at each time step, is of iterative Newton-type based on the classical elastic-prediction and 
plastic correction procedure. All these numerical aspects can be found in [8].  

4. Some applications 
 
To illustrate the efficiency of the proposed micromorphic modelling and the associated 
numerical approach, some results are presented. The principal aim is to illustrate the ability 
of the proposed micromorphic model to give a numerical solution independent from the 
mesh discretization at convergence. The material parameters are defined by 210E GPa= , 

0.29ν = , 400y MPaσ = , 1000Q MPa= , 50b = , 10000C MPa= , 100=a , 1β = , 

0.8S = , 1s = , 0 0Y =  and 200dH MPa
⌣

====  and 2200 .gdH MPa mm
⌣

==== leading to 

1
d

mm====⌣ℓ . Due to the plane strain assumption only one section of the cylinder is 

considered and meshed using the micromorphic element (linear T3) of size hmin=0.5 mm as 
shown in Fig. 1a. The distribution of the damage inside the cyclinder is independent from 
the mesh size (fig. 1b). Further results and other examples available in [8] will be shown 
during the oral presentation.  
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                   (a) Initial configuration   (b) final configutation (u=15.8 mm) 
 

Figure 1. Side pressing of an infinite cyclinder. 
 

5. Conclusion 
 
The micromorphic formulation of the initial and boundary value problem exhibiting some 
damage induced softening is shortly presented. The numerical results show the effective 
ability of the proposed micromorphic formulation to ensure a solution independent from the 
mesh size.  
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Abstract. In the present study, a two-phase polycrystalline plasticity model in the framework of 
scale transition methods is investigated. This model is an elastoplastic self-consistent model 
developed by Lipinski and Berveiller. Because of the microstructural complexity of the material 
under concern, some particular developments of the micromechanical approaches are considered. 
The modeling is justified from previous experimental results obtained especially by neutrons 
diffraction on a duplex stainless steel. These measurements, compared with numerical simulations, 
allow observing elasticity behavior, plasticity hardening of the duplex steel and a softening attributed 
to damage in the ferritic phase. Experimental damage values can eventually be extracted from a 
particular methodology at mesoscopic scale. 

 
 
 

1. Introduction  
Ductile damage is a consequence of large strains more or less localized inside intensive shear 
bands. Taking into account damage in constitutive behavior of metallic materials is necessary to 
model various engineering problems involved in sheet or bulk forming processes (deep drawing, 
hydroforming, forging, punching, shearing...). Damage can be described at macroscopic scale with 
continuum damage mechanics theories [1-2]. Moreover, introducing microstructural features can 
lead to more accurate predictions by accounting for the main physical phenomena. However, 
damage at mesoscopic scale is difficult to observe [3]. 

2. Experimental part 

2.1. Material, sample and applied loading path 

The studied material is an austeno-ferritic stainless steel, containing approximately 50% (vol.) 
austenite and 50% ferrite. It was obtained by continuous casting, and then hot rolled down to 15 
mm sheet thickness. Its chemical composition is given in [4]. The characteristic microstructure of 
this steel consists of austenitic islands elongated along the rolling direction and embedded in a 
ferritic matrix. EBSD method showed that all crystallites of the ferritic phase have almost the 
same orientation, while austenitic islands are divided into smaller grains with different orientations 
of the lattice [5]. The sample (designated as UR45N) was annealed during 1000 hours at a 
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temperature of 400 °C and next cooled in ambient air. Tensile tests have been performed on 
cylindrical samples of 8 mm diameter along rolling direction RD. 
 

2.2. Neutron diffraction 
The ENGIN-X diffractometer [6] was used to measure interplanar spacings }{ hkld ><  applying 

time-of-flight (TOF) neutron diffraction method at the ISIS spallation neutron source. The 
experimental setup is detailed in [5]. The gauge volume size is 8 x 4 x 4 mm3. 
The elastic lattice strains 

}{ hklRD< >ε  with respect to the initial interplanar spacings were 

calculated for different {hkl} reflections of the scattering vector, using a least square fitting 
procedure based on theoretical pseudo-Voigt function [7-8]: 
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RDd >< and 
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0
RDd >< are the interplanar spacings measured for a sample with and 

without external load; while the < >{hkl} brackets denote the average over the volume of 
diffracting grains for which the scattering vector is perpendicular to the {hkl} planes. Integral 
width of the peaks have also been calculated and normalized in order to be compared with yield 
stress. 

2. Modelling 
The interpretation of neutron diffraction results is based on an elastoplastic self-consistent model 
without damage developed by Lipinski and Berveiller [9]. It was applied for neutron 
measurements on duplex steels by Baczmanski et al. [10]. This model have been presently 
modified to take into account non-linearity of hardening thanks to Voce equation, sometimes 
applied in self-consistent model for comparison with diffraction measurements: 
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where gggg
C 0110 ,,, θθττ are material parameters and gϑ~ the accumulated slip inside a single grain. 

The model as presented here is not able to represent damage. Simulations will be compared to the 
measured elastic lattice strain and normalized integral peak width with the theoretical values.  

3. Results 

3.1. Hardening 
Comparison between ISIS measurements and self-consistent elastoplastic modelling is thus used 
to extract precisely plasticity thresholds and other plastic parameters from an optimization method 
directly at mescocopic scale. Corresponding elasticity limits and hardening moduli by phases and 
obtained with an inverse method are summarized in Table 1. 

Phase Elasticity limit (MPa) Hardening modulus (MPa) 

Ferrite 350 130 
Austenite 140 270 

 

Table 1. Parameters of plastic deformation determined in tensile tests. 
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The yield stress cτ is supposed to be directly linked with dislocation density [11], with b the 

burger vector norm, µ the shear modulus, α a material parameter and 0cτ  the initial yield stress : 

ραµττ bcc += 0     (3) 

If dislocation density can be considered as homogenous, integral peak width from neutron 
diffraction is expected to be proportional to the yield stress variation (more precisely to the 
average of the Critical Resolved Shear Stress averaged on the diffracting grains). Before being 
compared with the yield stress, it has to be normalized using the following relation [12]: 

{ } { } ²²² lkhda
hklRDhklRD ++∆=∆    (4) 

 

 
a) 

 
b) 

Fig 1.  Yield stress evolution given by the model (a) compared with normalised integral peak width evolution (b) in {hkl} 
lattice plans of ferrite, during tensile test. 

In Fig. 1, the evolutions of normalized integral peak width and resolved shear stress in ferrite are 
shown. These results present a good correlation between model and experiments.  
The limit Γ corresponding to the beginning of plasticity in austenite (observed at a macrostress 
around 250 MPa) has little impact on curves of integral width in Fig. 1 b), due to the elasticity of 
the ferritic phase that balances the load. It corresponds to the prediction of the model. 
However, the plasticity of ferrite corresponding to the Ω limit can easily be observed in Fig. 1, 
when curves slopes are increasing at a macrostress of 600 MPa.  
After this threshold, hardening is different in each family {hkl} of grains. Experimental curves go 
up sharply at the end of the test just before failure. The slope of every integral width seems to 
increase, but the influence of damage on these curves cannot easily be established. 

3.2. Damage 
Elastic strains per {hkl} lattice plans can also be observed. By making the average per phases, we 
can obtain distribution of elastic strains into ferrite and austenite that are proportional to stress into 
each phase. As said before, plastification of each phase can easily be seen on these curves. 
As mentioned in section 2, damage process is not taken into account in the self-consistent 
calculations. Consequently, at the end of the loading, the discrepancy observed between 
experiment and modeling, seems to be due to damage effect. Moreover, this is well known that 
aging treatment causes transformation into ferritic phases that increases its hardness and can cause 
a higher fragility [12]. This damage in ferrite seems to cause relaxation of stresses into the ferritic 
phase due to the appearance of micro-cracks or cavities before the global failure of the sample, as 
depicted in Fig. 2. Damage per families {hkl} of grain can be extracted using formula (5) 
established in [4]: 

35Micromechanical Modeling of a Duplex Stainless Steel – Comparison with Mesoscopic Measurement…



 

 4

{ }

2

mod}{

exp}{1














>
>

−=
hkl

elastic
RD

hkl
elastic

RD
mesohkl

< 

< 

ε
ε

δ
    (5)

 

Decrease of elastic strain before fracture can be observed in every families of diffracting grains in 
ferrite. Fig 3 shows the damage extracted for grains having {211} lattice plan in diffraction 
position. This family is the first in which the discrepancy with modeling can be observed. 
Furthermore, this family is also the one with the higher hardening in ferritic phase (Fig 1 a). 

  
Fig 2.  Micrography of UR45N showing a micro-

crack into ferritic phase [5] 
Fig 3 .  Mesoscopic damage versus total macroscopic strain in a 

family of grains which {211} lattice plan is in diffraction position, 
during the tensile test 

The beginning of damage for {211} grains family corresponds, at macroscopic scale, 
approximately at the beginning of necking. For other families, damage appears at the very end just 
before fracture of the sample. A limit corresponding to the beginning of damage is thus proposed 
at around 1150 MPa.  

4. Conclusion 
In the present work, diffraction method, compared to a micromechanical modelling, enables to 
investigate UR45N behavior until fracture. Damage and resolved shear stress evolution have been 
qualitatively measured and plasticity thresholds have been extracted at mesoscopic scale. 
Moreover the presented curves have shown a very good correlation between simulations and 
measurements that indicated a link between relaxation of stresses in {211} family of grains and 
necking, a damage limit was consequently introduced. 
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Abstract. This paper discusses an anisotropic damage constitutive model which is 
developed within the framework of thermodynamics and continuum damage mechanics. The 
anisotropic damage is taken into account by using a second-rank tensor while the effect of 
damage on the mechanical fields (stress, hardening, plastic deformation, etc…) is described 
by a fourth-rank damage effect operator that is defined in the context of the total energy 
equivalence hypothesis. This model is developed with the finite strain assumption based on 
multiplicative decomposition of the total transformation gradient and using the rotating 
frame formulation concept. A fully non associative plasticity theory is considered, while the 
coupling with the anisotropic ductile damage is based on a separate yield surface and plastic 
potential. The implementation of this model into ABAQUS finite element code is shortly 
presented and application to the bulge test forming process is discussed and compared to the 
isotropic damage case. 

 
 

1. Introduction  
In this work we propose a formulation of anisotropic plastic model coupled with anisotropic 
ductile damage in the thermodynamically-consistent framework. In this model the 
anisotropy of damage is described by a symmetric second-rank tensor [2, 3, 5, 6, 7, 10]. 
The effect of damage on the other mechanical fields is defined through the effective 
variables based on the assumption of the total energy equivalence. A fourth-rank damage 
effect tensor originally proposed in [3] and redefined in [2] and [5] is used while the 
coupling with the stress and elastic strain tensors is carried out separately on the hydrostatic 
and deviatoric parts. The plastic anisotropy is described by a non-associative plasticity 
theory to define separately the yield criterion and plastic potential [1]. The generalization to 
finite strains is provided by using the rotating frame formulation with the multiplicative 
decomposition of the total transformation into elastic and plastic parts [1, 9]. A mixed 
nonlinear hardening (kinematic and isotropic) strongly coupled with ductile anisotropic 
damage is taken into account. Some results of the bulge test are shown to highlight the 
effect of the damage anisotropy compared to the isotropic case.  

2. Theoretical formulation  
The finite strains are accounted for through the concept of intermediate configuration with 
an elastoplastic kinematics assuming multiplicative decomposition of the total 
transformation into elastic and plastic parts [1, 9]. The rotating frame formulation (RFF) is 
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used to ensure the objectivity of the constitutive equations by defining a rotation tensor Q  

allowing a rotational transport of the overall tensorial variables defined on the current 
configuration to rotated local configuration having the same orientation as the initial 
undeformed configuration. Using the framework of the well-known thermodynamics of 
irreversible processes and neglecting the thermal effect (isothermal case), the pairs of state 
variables under concern are: ( )eσ, ε  for the elasticity, ( )α,X for kinematic hardening, 

( )r,R  for isotropic hardening and ( )d, Y  for anisotropic hardening.In order to define the 

effect of damage on the others variables, we use the concept of effective state variables 
based on  the total energy equivalence assumption [8], which leads to the following 
definitions of the effective state variables: 

−
=ɶ

1
σ M : σ ,  =ɶ e eε M : ε , 

−
=ɶ

1
X M : X  , =ɶα M : α , 

γ
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−
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1 d
 , γ= − ⋅ɶr 1 d r     (1) 

where M  is a fourth-rank tensor representing damage effect operator  [2, 3, 6, 7, 10] which 

is here decomposed as in [5] into two parts = +
D S
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 is the deviatoric part. The 

notation d  define the first damage tensor invariant by ( )= 1
3

d tr d and h  is a second-

rank tensor that is defined by ( )1/kh 1 d= − . The state relations are obtained by replacing 

the expressions of the effective variables in the classical state potential given in to have:  
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where Λ
~

 and ɶC  are the symmetric fourth-rank tensors defining the elastic and the 

kinematic hardening moduli for the damaged material .  

In this work we adopt the same expressions of the plastic potential and yield criterion as in 
[1, 8]. They are characterized by the equivalent stress cσ (criterion) and pσ (potential) that 

are anisotropic and quadratic of Hill type:  

 − = − − = − − =ɶ ɶ ɶ ɶɶ ɶ ɶD D i D D i D
iσ (σ X) (σ X) : H : (σ X) (σ X) : H : (σ X) i c, p  (4) 

with 
−

=ɶ
1D Dσ M : σ and iH ( i c, p= ) are the initial anisotropic operators of the undamaged 

material, each of them is characterized by six constants Fi, Gi, Hi, Li, Mi and Ni . ɶ iH  

( i c, p= ) are the anisotropic operators of the damaged material. The evolution equations 
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governing the overall dissipative phenomena are obtained by the normality rule applied to 
the plastic potential:  

= ɺp pD λn  , = − ɺɺ
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ɶ ɶɶ ɶ

1 p D p D
p

p D p D

M : H : (σ X) H : (σ X)
n

σ (σ X) σ (σ X)
 is the outward normal to the plastic potential, 

ɺλ is the plastic multiplier deduced from the classical consistency condition applied to the 

yield function =ɺf 0  and =Y 3Y : Y .  

This model has been implemented into ABAQUS/EXPLICIT® using the VUMAT user’s 
subroutine in which an implicit local integration scheme is used to compute the stress and 
the state variables at each integration point. The global equilibrium problem is then solved 
using an explicit dynamic resolution scheme available in ABAQUS/EXPLICIT®. 

3. Application to Bulge test in 3D 
In this section, we illustrate a comparison study between isotropic and anisotropic damage 
models through 3D bulge test of an AISI 304 thin sheet. The material parameters of the two 
models are: :E 190 GPa==== , 0,3ν ==== , y 300 MPaσ ==== , C 7000 MPa= , a 170= , 

Q 2600 MPa= , 1.5b = , cF 0.863= , cG 0.8= , cH 0.2= , cN 1.452= , cM 1.5= , 

cL 1.5= , pF 0.461= , pG 0.447= , pH 0.553= , pN 1.4= , pM 1.5= , pL 1.5= , and those 

related to anisotropic damage model are:  S 18= ,  s 1= , 2β = ,  0Y 0= , 1χ = , 6γ = , 

k 4= . The same damage parameters are used for the isotropic case except:  S 12=  and 

1β =  .  

The matrix has cylindrical shape with an external diameter D0=133 mm, an internal 
diameter d=90 mm and an edge radius R=6 mm and the sheet specimen have an initial 
thickness t0= 1 mm and it is clamped on the matrix along his boundaries. During the test, an 
increasing internal pressure is applied on the down face of the sheet and the displacement of 
the dome pole is measured continuously. The numerical simulations of this process are 
made with Abaqus/Explicit® finite element code. The sheet is meshed with 156328 3D 
elements C3D8R with uniform size ∆x=0.5 mm and the matrix is meshed with 5000 rigid 
element R3D4.  
The numerically predicted results show a quite difference in the damage distributions 
between the isotropic model (Fig.1 (a)) and the anisotropic model (Fig.1 (b)). However, the 
starting points of the macroscopic cracks predicted with the two models are the same and 
are located on the pole of the dome. Also, the applied pressure level just before the rupture 
is the same (about P=243 MPa) for the two models. On the other hand we have observed 
that the two models give the same global results which are in agreement with the 
experimental results not shown here for the sake of shortness. This good agreement is 
essentially due to the non-associative anisotropic plasticity coupled with damage as shows 
in [1]. 
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(a) Isotropic damage distribution (b) Anisotropic damage distribution 

 
Figure 1. Fracture modes predicted by isotropic and anisotropic damage models at internal 

pressure P=243 MPa. 
 

4. Conclusions 
In this work, we have briefly presented a theoretical formulation of an anisotropic 
elastoplastic model coupled with anisotropic damage in finite strains. This model take 
account also an initial plastic anisotropy with non-associative plasticity theory with a mixed 
nonlinear hardening. Some local and global numerical results of the bulge test simulations 
are presented and compared to the experimental results. In this study the attention is 
directed to the comparison between the isotropic and the anisotropic damage cases. The 
results obtained shows non important effect of the anisotropic damage on the global 
pressure versus the dome pole displacement for this case.  However, the local plastic strain 
and thickness distributions are quite different for the two models.   
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Abstract. In this work, a second rank tensor is introduced to model the anisotropic effect of 
ductile damage in metal forming processes. Following the concept of effective stress 
together with the total energy equivalence assumption, the « Murakami » fourth order 
damage effect tensor is chosen to describe the anisotropic damage effect on the elastic-
plastic behavior. The « Lemaitre » anisotropic damage evolution relation, where the 
principal directions of damage rate tensor are governed by those of the plastic strain rate 
tensor, is used in the thermodynamically-consistent framework. A nonlinear mixed 
hardening, isotropic and kinematic, is taken into account considering the full and strong 
damage effect. A non-associative plasticity assumption is considered, and the « Hill 1948 » 
quadratic equivalent stress norm is used to describe large plastic anisotropic flow. The 
obtained model was implemented into ABAQUS/Explicit® FE software thanks to the user’s 
subroutine VUMAT for the validation purpose. 

 
                                              

1. Introduction 
 
The theory of CDM has been widely used to predict isotropic damage initiation and 
propagation in metal forming [1], [2]. However, for high performance engineering 
materials such as HLE steels and aluminum alloys, heterogeneous and strongly anisotropic 
materials such as composite and concrete which exhibit privileged directions of damage, it 
is less and less practical to preserve the hypothesis of the isotropy of damage. Different 
tensorial damage variables were used in the literature [3], [4], [5] especially in the 
framework of thermodynamics of irreversible processes with state variables in order to 
characterize different kinds of damage. In this work, the damage variable is introduced 
through a symmetric second order tensor in order to describe the ductile anisotropic damage 
effect on the elastic-plastic behavior [6], [7]. 
 

2. Constitutive equations with anisotropic damage 

This section deals with the presentation of the elastic-plastic constitutive equations fully 
coupled to the anisotropic damage.  Four pairs of internal state variables formally noted 
( , iia A ) are taken into account. Small elastic strain tensor associated with the Cauchy stress 

tensor ( ,eε σ ). Kinematic hardening variables (, Xα ) representing the displacement of the 
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center of the yield surface.  Isotropic hardening variables ( ,r R ) representing the size of the 

yield surface. The pair of second rank tensors (,YΩ ) where Ω  is the damage tensor and 

Y  is the associated force representing the total damage energy release rate. Following the 
concept of effective stress ([8], [9]) together with the hypothesis of total energy equivalence 
([9], [11]), the effective variables can be written as:  

                                       
1 : Mσ σɶ

−= .         1 : X M Xɶ −= .         
1

R
R

Ω
ɶ =

−
.                        (1) 

                                      :e eMε εɶ = .             :Mα αɶ = .             r 1r Ωɶ = − .                         (2) 

 
where (M ) is the Murakami and Ohno fourth rank damage-effect tensor defined from the 

eigenvalues ( { }1,2,3i iΩ ∈ ) of the damage tensor Ω  [10]. The symmetric and positive 

definite fourth rank tensors Λ  and C represent the elasticity and the kinematic hardening 

moduli respectively, and Q  is the scalar isotropic hardening modulus. 

If the Helmholtz free energy Ψ , defined in the effective strain-like variables space, is taken 
as a state potential , then the state relations are given by (see [9], [11]): 

                   : e

e

Ψσ ρ Λ ε
ε

ɶ
∂= =
∂

.         :X C
Ψρ α
α

ɶ
∂= =
∂

.     R Qr
r

Ψρ ɶ
∂= =
∂

.      (3)                                                                                                           

                                          
21 1 1

: : : :
2 2 2

e e C Q
Y r

ΛΨρ ε ε α α
Ω Ω Ω Ω

ɶɶ ɶ∂∂∂ ∂= − = − − −
∂ ∂ ∂ ∂

.                    (4)                                                   

The material properties affected by the damage have the following form:                                   

                            : :M MΛ Λɶ = .          : :C M C Mɶ = .        ( )1Q Q Ωɶ = − .                 (5)                                                                      

The anisotropic plastic flow is modeled using the classical yield function ( pf ): 

                            ( ), , ,p
yH

f X R X Rσ Ω σ σɶ ɶɶ= − − − .                                                      (6) 

where yσ  is the initial size of the plastic yield surface. The notation 
H

Xσ − ɶɶ defines the 

Hill 1948 quadratic norm of the effective equivalent stress given by 

( ) ( ): :
H

X X H Xσ σ σ− = − −ɶ ɶ ɶɶ ɶ ɶ  where the fourth order symmetric and positive definite 

operator (H ) defines the anisotropy of plastic flow.  

By choosing an appropriate form for the plastic potential ( pF ) ([9], [11]), the constitutive 
equations are deduced from the normality rule by: 

p pF
nε λ λ

σ
• • •∂= =

∂
.   ( )1

1

pF
r br

R

λλ
Ω

ɶ

•
• • ∂= − = −

∂ −
.   

ppF
a

X
α λ ε λ α
• • • •∂= − = −

∂
.         (7)                                                 
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−∂= =
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ɶ .                        
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H

H X
n

X

σ
σ

ɶɶ

ɶ
ɶɶ

−
=

−
 .                           (8) 

Where the material constants a  and b  are the nonlinearity parameters for kinematic and 

isotropic hardening respectively. (λ
•

) is the plastic Lagrange multiplier that verifies the 
plastic loading/unloading condition. The deviatoric second rank tensors n  and nɶ  represent 

the outward unit normal to the plastic yield surface in the stress and effective stress spaces 
respectively.

 In this work, the principal components of the damage rate tensor are considered to be 
proportional to the absolute value of the principal components of the plastic strain rate [6]. 
Thus, a direct generalization to the anisotropic case of the Lemaitre isotropic damage law 
[6] is proposed without defining specific damage potential: 

                            0

s pY Y

S
ε

• •− 
Ω =  

 
.                                                                  (9) 

where the scalar Y  is nothing but the total energy release rate according to the isotopic 
damage case. The parameters ( 0, ,S s Y ) represent the material constants governing the 

nonlinear evolution of the ductile damage.  

3. Elastic plastic model with anisotropic damage effect validation and numerical 
simulation results: 

The fully coupled constitutive equations presented above have been implemented into 
ABAQUS/EXPLICIT® F.E software using the user’s subroutine VUMAT (ABAQUS® 
Theory Manuel). The dynamic explicit DE resolution procedure has been used in order to 
solve the global mechanical equilibrium problem. This requires the numerical integration of 
the fully coupled constitutive equations in order to compute the stress tensor and the 
associated state variables at each integration point of each element. The plastic and damage 
evolution relationships are numerically integrated by using implicit incremental integration 
scheme. The asymptotic integration method is applied to both kinematic and isotropic 
hardening evolution relations. The incremental elastic predictor-plastic corrector algorithm 
is used for the local integration of the model [11].  
Application is made to tensile test of flat specimen by using the following material 
constants: E=195.000 MPa, ν=0.3, σy=320MPa, Q=5500 MPa, b=10, C=38000MPa, 
a=290, F=0.5, G=0.5, H=0.5, L=1.5, M=1.5, N=1.5, S=20, s=1 and Y0=0 MPa, where F, 
G, H, L, M and N are Hill48’s anisotropic parameters.  
The curves of the evolution of the von Mises equivalent stress and the anisotropic damage 
tensor components ijΩ  versus the accumulated plastic strain during tensile test loading are 

given by fig. 1. The damage components 11Ω , 22Ω  and 33Ω  evolve almost the same way 

during the early stage of tensile loading.  Then, the damage component 11Ω  increases 

significantly compared to 22Ω  and 33Ω  damage components and exceeds 70% at the end of 

the applied load. The damage components 22Ω  and 33Ω  evolve in the same way until 20% 

of the accumulated plastic strain, level from which the 33Ω  component increases and 

bifurcates from 22Ω  component. The evolution of damage ‘shear’ components 23Ω  and 
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23Ω  remains very low during the tensile loading compared to 12Ω  damage component 

which increases without exceeding 5% at the end of the loading. 
 
 
 
 
 
 
 
 
 
 
 
 

 
                             Figure 1. Evolution of the von Mises equivalent stress and the anisotropic damage tensor 

components versus the accumulated plastic strain during tensile test.  
4. Conclusion: 

In this work, a second order damage tensor is introduced in order to describe the anisotropic 
damage effect on the elastic-plastic behavior. The implementation of the proposed model 
into ABAQUS/Explicit® FE software allows to predict the anisotropic damage in loaded 
structures.  Validation of this model using appropriate experimental results from highly 
anisotropic metallic material is still to perform.  
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Abstract. The objective of this work was to investigate the failure behaviour of a HSLA steel component 
subjected to a bending-unbending operation. This study was conducted through a combined experimental and 
numerical approach to better understand the limitations of current models and generate more suitable data that can be 
used to further optimise the manufacturing process. The numerical approach was carried out using two finite element 
codes (ABAQUS and PAM-STAMP) and two fracture models (Gurson and CrachFEM). Bending and unbending 
tests were performed with the purpose of validating the models and study the operating performance of this material 
when subjected to these kinds of loading. The final purpose of this work is to present a numerical approach that can 
accurately predict the mechanical and failure behaviour of a real automotive safety component. 

1. Introduction  
Material damage, created during forming, is critical to the component specification to avoid the 
risk of fracture in service. Therefore, the damage prediction is a key point in the optimization of 
these processes. The automobile manufacturers are increasingly relying on numerical simulation 
software in order to predict strain localization or tool wear. Concerning these aspects, the results 
obtained by simulation are usually fairly reliable. The objective of this work is to present a study 
of damage problems that can occur in forming processes, such as bending which is one of the 
processes frequently applied during manufacturing of these kinds of components that are obtained 
after blanking [1]. Bending and unbending tests were performed with the purpose to validate our 
models and study the operating performance of this material applied to these kinds of loading. 
Two finite element codes will also be used to determine the limits of each law and each calculation 
code.  

2. Experimental study 
The material tested in this study is the S500MC HLSA steel. This material is commonly used in 
manufacture of automotive safety parts such as the buckle belt safety. The bending operation has 
been done by a device mounted on a press with force and displacement sensors. The bending 
device is shown in Fig. 1. The specimen is bent at the oblong hole to study its bending behaviour 
after the blanking operation. After the specimen has been bent, it is clamped in a tensile test 
machine and pulled until fracture occurs (Fig. 2). This test determines the strength of part after 
bending and represents loading that the part might see during crash. 

    
  Figure 1: (a) bending device, (b) shape of the specimen       Figure 2: (a) before, (b) during, (c) after unbending 

3. Numerical modelling 

The bending and unbending operations of the experiments were simulated using two finite element 
codes: ABAQUS / Standard and PAM-STAMP. The results of these simulations were compared 
with the experiments in order to compare behaviour and damage models and their ability to predict 
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the stress distribution and location of damage on the specimen. Fig. 3 shows the tools used in the 
simulation by the two codes and different steps of simulation. The tools in  ABAQUS / Standard 
are modelled by analytical rigid body. Quadratic elements were used in the middle of the part. 
Particular attention has been devoted to areas adjacent to the oblong hole, because at this zone it 
will be bent and therefore the strain and stress levels will be important. In the explicit FE code 
PAM-STAMP, the Hill’48 yield locus, the Bergström-van Liempt hardening law [5] and the 
CrachFEM fracture model [6] were used. The model was built using 2D shell elements, these 
elements are not ideal for bending thick material however, in PAM-STAMP CrachFEM is 
currently only available for shell elements. 

 
Figure 3. Tools and steps of simulation: (a) tools used in simulation, (b) bending phase, (c) end of bending and 

decline of tools, (d) unbending phase 

3.1. Models used by ABAQUS Software 

The behaviour law is the elastic-plastic law of Ludwick written as: �� � ��� � ���	
��         (1)                                                                                                                   

With ��� is the initial yield strength, K is the hardening modulus, n is the hardening exponent and 
�	
 is the plastic equivalent strain. 
The GTN damage model was implemented in ABAQUS [2]. The yield potential is described as 
follows [3]:  


���� , ��� � ����
��

�
�

� 2���� �� ! �"�#�$
���

� % �1 � �"��� � 0                                                               (2)                                                         

q1, q2 and q3 are the constitutive parameters of the model, ��� is the von Mises equivalent stress, 
�� the hydrostatic stress and �� is the yield stress of matrix material.  
The total variation of void volume fraction is: �( � )�	(
 � �1 % ���(**


                                         (3) 
�(**


  is the plastic strain rate due to hydrostatic stress and �	(
 is the equivalent plastic strain rate. A 
and f* the form of a Gaussian probability are given in [4]. 

3.2. Models used by PAM-STAMP Software 

The damage model used in PAM-STAMP in this study is the commercially available CrachFEM 
model [6]. This model is a local fracture model that predicts three failure risks: instability risk, 
ductile normal fracture risk and ductile shear fracture risk. For each of the failure mechanisms, 
CrachFEM has a separate failure curve. The risk of fracture is evaluated by looking at the distance 
between the current strain state and the failure curve. As the instability curve is calculated based 
on the deformation history, it may shift depending on the type of loading. For example, in bending, 
instability is suppressed and ductile normal and shear fracture become dominant. For a constant 
strain path, the failure risk is determined by the distance to the failure curve. At a failure risk of 1, 
fracture is predicted. In order to take some strain path dependency into account, the failure risk is 
integrated over the strain history.  
4. Results – Discussion 
We can decompose the experimental curves in Fig. 5-a in three mean zones. AB zone that 
corresponds to the elastic zone of material. The BC zone shows the plastic behaviour of bending 
zone, the maximum value of bending load is equal to 6640N. The end zone CD shows the decrease 
of bending load, in this zone the contact surface between punch and specimen increase. We can 
observe a large difference between the experimental curves and ABAQUS prediction, due to the 
insufficient of models used by ABAQUS. However, the prediction by PAM-STAMP on the AB 
and BC zones are acceptable. The oscillations observed are due to the problems of inertia. The 
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zone CD is not predicted well by PAM-STAMP as shell elements are not able to account for 
stresses normal to the sheet plane that occur in this phase of bending. Fig. 5-b shows the evolution 
of unbending load versus displacement of the cross-head. We can decompose the curves on two 
zones: AB zone that corresponds an unbending phase, this operation requires a displacement of 
about 70mm with a relatively small effort to achieve an almost straight specimen. The second zone 
BC represents the tension phase where the load increases rapidly till a maximum value of 32 kN 
which corresponds to fracture of the specimens. The numerical models used by ABAQUS gives an 
evolution of load almost close to the real case, except for the fracture point due to the absence of 
parameters responsible to fracture in GTN damage model implemented in ABAQUS\Standard. For 
PAM-STAMP, there are initially some inertia effects but the force needed for unbending is 
predicted quite well. PAM-STAMP predicts fracture to occur at a force of 34 kN; which is close to 
the experiments. 

  
(a) (b) 

Figure 5: Comparison of curves: (a) bending test, (b) unbending test 
 

Fig. 6-a shows a micrographic observation of the bent zone of two specimens, changing the face of 
the specimen to study the effect of the blanking zones (Fig. 1-b) on the damage to the part. The 
specimen 1 shows an appearance of microcracks on the top of the bent zone in the level of fracture 
zone. The specimen 2 was bent in the opposite direction (shear zone) which indicates the absence 
of microcracks. This observation allows us to highlight the interaction of the bending process with 
blanking process. The maximum equivalent stress obtained by ABAQUS (744MPa) appears inside 
the crease on the side of compressed fibres and on the edge of the hole. There is a stress 
concentration at the bended area (Fig. 7-b) where equivalent plastic strains are very important 
because they can reach 48%. For the PAM-STAMP simulation, the equivalent plastic strain at the 
bending area reached values up to 47% however, the fracture risks remain small and no fracture is 
predicted. The contour plot of the equivalent stress at the end of the bending operation is depicted 
in Fig. 6-c where maximum values reached 789 MPa; this is slightly higher than the results of 
ABAQUS. Overall, the results of ABAQUS and PAM-STAMP are quite close. 

   
(a) (b) (c) 

Figure 6: Profile of specimen after bending and spring-back phenomena: (a) experimental observation, (b) stress 
distribution obtained by ABAQUS in two sides and (c) Stress distribution obtained by PAM STAMP 

 
Fig. 7 shows the profile of the specimen during unbending. The stress prediction by simulation 
(Figs. 7-b-c) shows the concentration of stress with a maximum value equal to 1168 MPa. The 
damage is localised at the level of hole in the below side, this conclusion is validated by 
micrographic observation (Fig. 7-a). For the PAM STAMP simulation, the maximum equivalent 
stress before fracture was 942 MPa and the location of fracture is predicted correctly. Damage 
parameter and failure risk after bending and at the moment of fracture during unbending are shown 
in Fig. 8. 
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(a) (b) (c) 

Figure 7: Unbending results: (a) experimental, (b) stress by ABAQUS and (c) stress obtained by PAM STAMP 
 

              
(a) (b) 

Figure 8: (a) Damage parameter (G), (b) Overall failure risk (CrachFEM) 
Conclusion 
From comparison of the simulations using ABAQUS and PAM-STAMP with the experiments, the 
following conclusions can be drawn: 
- Force displacement curve for bending and unbending obtained from PAM STAMP 

simulations are close to experiments. The end of the bending operation is not well predicted 
as the shell elements cannot handle stresses in the normal direction that are present in the 
experiment. 

- The overall evolution of force-displacement curves obtained from ABAQUS is close to 
experimental curve. However, should be tested other models to consider similar phenomena 
to those kinds of processes and to get a more accuracy. The prediction of stress and damage 
fields in the bending zone is acceptable compared to experimental observations. The use of 
3D elements in ABAQUS compared to shell elements is allows us to analyze the part on both 
sides. 

- The microcracks that occur at the edge of the specimen are influenced by the quality of the cut 
edge. This has not been accounted for in the simulations.  

- The study will continue to develop more relevant models and to study the influence of process 
parameters, also to analyze the residual stresses in the bending zone.  
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MODELING CREEP DAMAGE OF AN ALUMINIUM-SILICON

EUTECTIC ALLOY

H. Altenbach1, S. Kozhar2, and K. Naumenko1

Abstract. Aluminum-silicon casting alloys are widely used in the automotive industry. The
creep and creep damage of the eutectic AlSi12CuNiMg cast piston alloy will be analyzed and
a constitutive model with inner variables that reflect basicfeatures of deformation, ageing
and damage behavior is presented. Creep and force-controlled low cycle fatigue tests are
carried out at several levels of temperature. The creep curves exhibit classical three stages.
The tertiary creep stage is controlled by damage processes,mainly due to failure of the brittle
inclusions and ageing processes of the aluminum matrix. Ruptured specimens are analyzed
with the help of optical and scanning electron microscopy toestablish the fracture mode.
A constitutive model is developed to describe the high temperature creep and ratcheting
behavior. The proposed model involves three inner variables including a back stress, an ageing
parameter and a damage variable. The model is calibrated against the creep and tensile curves
and verified by numerical simulations of cyclic creep tests.

1 Institute of Mechanics, Otto-von-Guericke-Universität Magdeburg, Universitätsplatz 2,
D-39106 Magdeburg, Germany
e-mail: holm.altenbach@ovgu.de, konstantin.naumenko@ovgu.de
2 Institute of Solids Process Engineering and Particle Technology, Hamburg University of
Technology, D-21073 Hamburg, Germany
e-mail: sergii.kozhar@tu-harburg.de

1. Introduction

Cast Al-Si base alloys belong to the most important aluminium alloys attributed to their
low density, high specific strength, excellent castability, good mechanical properties and
wear resistance. These alloys are applied in automotive, aerospace and other branches of
industry. The considered here eutectic aluminium alloy AlSi12CuNiMg is widely used for
load-bearing structural components, for example pistons for combustion engines, gears or
pump parts. These components may be subjected to complex thermo-mechanical loading
paths. Therefore it is important to analyze the considered alloy under applied cyclic loading
conditions at high temperature.

Numerous studies of Al-Si alloys show that the static strength and fatigue behavior
strongly depend on casting defects and microstructural characteristics. The presence of
casting porosity and oxide films decreases the fatigue life [1, 2]. On the other hand, in
the absence of casting imperfections, the fatigue fractureof cast Al-Si alloys is mainly
characterized by cracking and debonding of silicon and intermetallic particles and nucleation
of voids in the aluminium matrix. Dendrite arm spacing, grain size, shape and distribution of
silicon particles and intermetallic compounds can also significantly influence the behavior of
cast aluminium-silicon alloys [3].
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Table 1. Chemical composition of the studied alloy (wt.%)

Si Cu Ni Mg Mn Fe Ti P Sr Al
12.72 1.07 0.95 1.12 0.16 0.41 0.05 0.005< 0.0005 Balance

In this study, the alloy behavior with respect to tensile strength, creep as well as
isothermal mechanical fatigue at different temperatures is examined. To describe the results
of conducted tests, a constitutive model is developed. The model is calibrated against the
creep and tensile curves and verified by numerical simulations of cyclic creep tests .

2. Experimental Procedure

The material used in this study is cast aluminium alloy EN AC-48000. The chemical
composition of the alloy is given in Table 1.

The base alloy was supplied in the form of ingots which were cut and melted in a
preheated silicon carbide crucible of 3 kg-capacity, usingan electrical resistance furnace
and keeping the melting temperature at 740◦C. Phosphorous was added with the help of the
AlCu19P1,4 master alloy. Subsequently, the melts were degassed with the tablet degassing
method. The melt was then poured into a permanent steel mouldand preheated to 250◦C.
Samples were heat-treated under T6 conditions, i.e. solution treated at 510◦C for 6 h in
an air circulate furnace, water quenched, naturally aged atroom temperature for 24 h, and
then artificially aged at 165◦C for 8 h. Microstructural changes were examined using optical
and scanning electron microscopy. Specimens for creep testing with a diameter of 5 mm,
length of 120 mm and gauge length of 50 mm were machined from the ingots. The surfaces
of the specimens were polished to avoid crack initiation from the surface due to machining
imperfections. Tests were performed on a servohydraulic testing machine MTS-810 with
maximum load of 250 kN. Creep tests were carried out at temperatures of 250◦C and 300◦C.
Some of the broken specimens were analyzed with the help of light microscopy and scanning
electron microscopy to determine the damage mechanisms.

Figure 1 shows the creep strain vs. time curves. Owing to the scatter of test results, creep
curves are averaged. Figure 2(a) shows the creep strength (stress vs. time to rupture) curves
for the temperature levels of 250◦C and 300◦C. The experimental data at 350◦C published
in [4] is added to the plot. In the double logarithmic scale the data can be fitted by straight
lines. The slopes of the lines depend on temperature levels.This indicates that different
fracture mechanism may operate depending on stress and temperature values. The rupture
strain vs. stress plot is presented in Figure 2(b). We observe that values of rupture strain tend
to decrease with an increase in the stress.

3. Constitutive Model

As experimental data show, at high temperatures the tensilebehavior is strain rate dependent.
A unified theory of viscoplasticity has been developed to describe inelastic responses of
engineering materials under different loading conditions, e.g. [5]. The constitutive equations
characterize basic features of inelastic material behavior such as uni- and multi-axial
ratcheting, creep, thermo-mechanical fatigue, etc. Any viscoplastic constitutive equation

2
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Figure 1. Experimental and averaged creep curves at (a) 250◦C and (b) 300◦C.
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Figure 2. Variation of rupture time with stress (a) and the rupture strain vs. stress (b).

must include the viscosity function and the internal state variables together with appropriate
evolution equations [5].

The constitutive equation for inelastic strain rate tensorcan be formulated as follows

ε̇εε in =
3
2

Asinh

{

σeq

σ0(1−ω)(1−φ)

}

sss−βββ
σeq

, (1)

sss= σσσ −
1
3

trσσσ III , βββ = ααα −
1
3

trαααIII , (2)

β̇ββ = Ah

(

2
3

ε̇εε in − ε̇eq
βββ
β∗

)

, ε̇eq=

√

2
3

tr(ε̇εε in)2, σeq=

√

3
2

tr(sss−βββ )2.(3)

In Eqs. (1)-(3)βββ is the deviatoric part of the back stress tensorααα , sss is the deviatoric part
of the stress tensorσσσ , ε̇εε in is the inelastic strain rate tensor,A, Ah, β∗ andσ0 are parameters,
ε̇eq andσeq are the equivalent strain rate and the equivalent stress, respectively. To take into

3
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account over-ageing processes such as coarsening of the strengthening phases Mg2Si, for
instance, the state variableφ is introduced in Eq. (4). The corresponding evolution equation
is postulated here as follows

φ̇ = Kc (Csat−φ) , (4)

whereKc andCsat are material parameters. The choice of evolution law forφ is based on the
experimental relationships between the time and the basic mechanical properties of the alloy
exposed at different temperatures.

To consider damage processes including particles crackingand nucleation of voids and
dimples in the matrix around the brittle particles, a scalardamage variableω in the sense
of continuum damage mechanics [6] is introduced. The evolution equation for damage is
assumed as follows

ω̇ = g(ω)h(σσσ)
ε̇eq

ε∗(σσσ)
, (5)

whereg(ω), h(σσσ) andε∗(σσσ) are response functions. Examples for the response functions
g(ω) are given in [6, 7] A frequently used response functionh(σσσ) can be written as follows
[7]

h(σσσ) =
σI + |σI |

2σvM
, σvM =

√

3
2

tr(sss)2. (6)

whereσI is the first principal stress andσvM is the von Mises equivalent stress. The response
functionε∗(σσσ) describes the dependence of the creep rupture strain on stress. The response
functions in constitutive and evolution equations as well as the values of material constants
are identified in [8]. Furthermore, the model is validated in[8] for inelastic behavior under
various loading paths.
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Abstract. Aiming to answer the question of which non-local formulations effectively lead to 
mesh-insensitive results, we select in this contribution several constitutive variables to be 
non-local quantities by taking both Lemaitre and GTN models as the base for the non-local 
enhancement. The resulting non-local constitutive models are employed in the numerical 
simulation of various specimens which are subjected to different values of stress triaxiality 
and Lode angle at the fracture zone. The goal is to find which models present the best 
performance in the task of providing mesh-insensitive solutions. The results show that 
strain-softening mesh dependency is much stronger in plane strain and pure shear stress 
states than in the axisymmetric case. It is also found that the variables that regularise the 
solution in the axisymmetric case do not necessarily eliminate mesh sensitivity in the other 
cases. 

 
 

1. Introduction  
 
Non-local models have been successfully used in the last two decades in the task of 
circumventing the pathological mesh dependency. Such issue is inherently present in local 
strain-softening media which is the case of many commonly employed constitutive models. 
Mesh sensitivity takes place when the partial differential equilibrium equations lose 
ellipticity (or hyperbolicity, in the transient case) due to the negative material modulus in 
the softening regime. Since the pioneering work of Pijaudier-Cabot and Bazant [1], who 
applied the non-local formulation of Edelen and co-workers [2-3] in the context of an 
elastic-damage model, many advances have been accomplished by many authors, who 
developed reliable and efficient algorithms for the implementation of the non-local theory, 
both in its integral and differential counter-parts [4-9]. It is worth mentioning that both 
formulations of non-locality are, in general, equivalent and render a similar behaviour if 
employed under the same circumstances. 
 
Despite the many advances in this topic, many questions still remain unanswered. For 
instance, up to this date, there is no exact guideline for how should non-locality be 
introduced in most existing local models. In general, authors have usually chosen a 
promising candidate variable to be a non-local quantity and have then developed and 
assessed their models based on this candidate. In view of that, the objective of the present 
work is to enhance with non-locality the classical models of Lemaitre [10] and GTN [11], 
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which are very often adopted to simulate ductile materials. We select different variables to 
be taken as non-local and assess the established non-local models through numerical 
simulation under different stress states. The main goal is to identify which options lead to a 
completely mesh insensitive material description when subjected to different loading 
conditions. 

 

2. Non-local models 
 
In the present assessment, the constitutive frameworks proposed by Lemaitre [10] and 
Tvergaard and Needleman [11], often called GTN-Model, have been enhanced with non-
locality by regularising different constitutive variables. In the case of the GTN-Model, an 
additional damaging mechanism, based on the work of Nahshon and Hutchinson [12], has 
been added into the underlying constitutive model in order to trigger damage under shear-
dominated stress states. The aforementioned shear mechanism reads: 
 

( )21 ξε −= p
eqv

shear kff &&  (1) 

 
where ξ is the normalised third invariant of the deviatoric stress tensor. The several non-
local models are schematically summarised in Tables 1 and 2. 
 

Table 1 – Lemaitre-based non-local models. 

Variable Symbol Evolution Equation REF. 

Damage D  ( ) )()(),( ξξξβ dVDD
V

&&
∫= xx

 
L-D 

Isotropic Hardening R  )()(),()( ξξξβ dVRR
V

&&
∫= xx

 
L-R 

Energy Release Rate Y−  ( ) ( ) )()(),( ξξξβ dVYY
V

−=− ∫ xx
 

L-Y 

 
 

Table 2 – GTN-based non-local models. 

Variable Symbol Evolution Equation REF. 

Damage f  ( ) )()(),( ξξξβ dVff
V

&&
∫= xx

 
G-F 

Isotropic Hardening R  )()(),()( ξξξβ dVRR
V

&&
∫= xx

 
G-R 

Equivalent Plastic Strain 
p

eqvε  )()(),( ξξεξβε dVp
eqvV

p
eqv && ∫= x  G-EP 
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3. Assessment under different stress states 
 
It has been widely recognised that ductile materials behave quite differently under different 
stress states; therefore, this statement highly suggests that the issues of pathological mesh 
dependency may also behave quite differently under different loading conditions. Thus, 
aiming to unfold the question of which variable should be regularised in a given ductile 
damage model, a comprehensive comparison of different non-local formulations, when 
applied in the simulation of different stress states, will be carried out in this contribution. 
Figure 1 shows four different specimens that have been selected for the present assessment. 
It is worth noting that each specimen provides a different stress state when subjected to 
external loading. 
 

 
Figure 1. Specimens subjected to different stress states. 

4. Results 
 
The large number of analysis that the present assessment has required makes the scrutiny of 
the results difficult if one aims to have a general overview. Thus, in order to facilitate 
comprehension, we have schematically summarised all the results obtained in Table 3. A 
more detailed account can be found in [13]. Reference values for the initial triaxiality and 
the average normalised third invariant have been given for convenience. 

 
Table 3 – Summary of results. 

Analysis η0 ξavg L-D L-R L-Y G-F G-R G-EP 
NOTCHED 0.8 1.0 + + ─ ─ + + + + + + + + 
PLANE 0.7 0.0 + + ─ ─ ─ + + ─ ─ + 
PLATE 1/3  + + ─ ─ ─  + + + + + + 
SHEAR 0.0 0.0 + + ─ ─ + + + ─ ─ + 

 
Close observation of Table 3 shows that the solutions in which damage has been 
regularised have been effective in all cases. We remark that the conclusion that damage is 
the preferred variable to be regularised in the case of Lemaitre- and Gurson-based models is 
significantly important. It seems that this is an inherent characteristic of implicit damage 
models. In the case of explicit damage models, often used to model quasi-brittle materials, 
the conclusion is completely different. As reported by Jirásek and Rolshoven [14], the 
damage variable is a bad candidate for non-local variable for such explicit damage models 
and should be avoided. This utterly implies that one has to be very careful when choosing 
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the non-local variable for a given constitutive model; in particular, it should analysed if the 
damage formulation of such material model is done in an implicit or explicit fashion. 
 

5. Conclusions 
 
The main goal of this contribution was to unfold the question of which variable should be 
regularised in order to obtain mesh-insensitive results under strain-softening regimes. 
Therefore, several non-local models based on the constitutive theories of Lemaitre and 
Gurson have been established. Scrutiny of the results have revealed that in both cases 
(Lemaitre- and Gurson-based models) the damage variable seems to be the optimal 
candidate for non-local variable. 
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Abstract. Vertical Kaplan turbines, with 200 MW of nominal output power, manufactured 
in Russia, are built into six hydro-electric generating units of hydro power plant „Đerdap 1”. 

In this paper results of experimental examinations of four specimens taken from the runner 
cover which is made of cast steel 20GSL are presented. These results indicated that values 

of yield strength, tensile strength and impact energy for all specimens met the demands of 

the standard, while two specimens had significantly lower values of elongation (A5 = 8% 
and 9%). Taking into account that values A5 i Z are not universal and the fact that it is 

impossible to estimate whether fracture mechanism will be implemented in material the 

runner cover was made of, analytical and numerical calculations of stress state and 
experimental examinations of fracture mechanics parameters have been carried out. 

Obtained results of fatigue crack growth rate da/dN indicated that internal deformations of 

circular or elliptical shape (flaws detected by ultrasonic testing), of initial size up to 6 mm, 
enable 29 year long reliable operation of the runner cover. 

Keywords: hydro turbine, runner cover, plasticity, life 

 

 

 

1. Introduction  

 

Designing, construction and putting into operation of a hydro power plant comprises 

complex tasks. Due to limited possibilities of periodic inspections and state analyses, hydro 

turbines and their components are being designed in order to endure 40 years of operation. 

Therefore, extensive researches and testing of hydro power plant equipment have been 

carried out all over the world for a long time. Turbine and hydromechanical equipment 

testing has been introduced recently at a modest level when serbian hydro power plants are 

concerned. 

2. Experimental Tests  

 

       Turbine runner cover at the hydro power plant ''Djerdap 1'' is presented in fig. 1. 

Along with experimental tests carried out on the cover, tests were performed in order to 
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determine mechanical properties and fracture mechanics parameters. Test results for four 

specimens taken from the cover, made of cast steel 20GSL, showed that yield strength 

(R02), tensile strength (Rm) and impact energy (KCU) values for all specimens meet the 

demands of the GOST 108.11.158-86 standard, as well as that values which define the 

plasticity of the base material, elongation (A5) and contraction (Z) have a large dispersion. 

Two specimens met the demands of the standard (A5 = 23% and 27%), while two had 

significantly lower values of elongation (A5 = 8% and 9%). Obtained values of fracture 

mechanics parameters (critical stress intensity factor - KIc, critical fatigue crack length - ac , 

fatigue threshold - ΔKth, constant in Paris equation - C, exponent in Paris equation - mp, 

fatigue crack growth rate - da/dN) are presented in table 1.     
 

 

 

a) Turbine segment b) Runner cover model 

Figure 1. Vertical Kaplan turbine, with nominal output power of 200 MW 
 
Table 1. Fracture mechanics parameters at 23°C, for the stress intensity factor range ΔK = 10 [MPa·m1/2] 

Specimen 
KIc 

 [MPa·m1/2] 

ac  

[mm] 

ΔKth 
[MPa·m1/2] 

C 

[(m/cycle)/ (MPa·m1/2) 
m

p] 
mp da/dN 

[m/cycle] 

With reduced plasticity 46,3 9,3 7,4 5,7  10-11 3,15 6,36  10-08 

With adequate plasticity 50,4 10,2 8,7 3,0  10-11  3,02 5,11  10-08 

Minimum allowed value of KIc for 20GSL at temperatures below 0° C is KIc = 41 - 44 [MPa·m1/2] 

 

2. Influence of Plasticity Reduction During Runner Cover Casting on Fatigue 

Strength 
 

       Influence of plasticity reduction and internal defects on fatigue of cast steel 20GSL is 

important concerning the establishment of technical conditions for casting, norms for 

allowable defects and quality inspection. For that purpose and with participation of 

representatives of LMZ factory and Mechanical Engineering Institute from Saint 

Petersburg, the mechanisms of microcrack initiation and conditions of propagation of 

microcracks to macrocracks have been established. Tests have been carried out on large 

specimens of dimensions from 100 to 300 mm. Analysis of test results helped the 

establishment of the empirical dependency which enabled the evaluation of resistance to 

fatigue of cast steel with internal defects, or in other words with reduced plasticity: 

                     
2/1

max

1*

1
)1( d

                     

(1) 

where:  σ-1 - lower limit of fatigue strength dispersion; 

     β - coefficient which depends on properties of the metal; 
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     dmax - maximum size of the defect in cast material. 

As a result of testing of cast steels with reduced plasticity, the following dependency 

between stress amplitude σ-1 and maximum number of loading cycles N has been obtained: 

                      lg ( -1) = 2,69 – 0,155  lg ( N )          

(2) 

It was determined that defect sizes from 0,2 to 0,5 mm in 20GSL do not influence 

fatigue strength, as well as that maximum allowable defect size of d = 1.5 mm causes the 

reduction of fatigue strength from σ-1 = 118,5 MPa to σ-1 = 91,15 MPa, in which case the 

corrosion-fatigue strength reserve (safety factor) is still satisfactory, Sσ = 1,63. 

 

3. Estimation of Service Life of the Runner Cover through the Use of Fracture 

Mechanics 

 

Estimation of runner cover service life through the use of fracture mechanics has been 

carried out according to methodology presented in paper [3]. In the area of stable crack 

growth, Paris' equation describes the behaviour of the material with sufficient accuracy: 

( ) pmda
C K

dN
                    (3) 

where: K  - stress intensity factor range, which is being calculated by the following 

equation: 

1.21 a
K

Q

                   (4) 

For the internal defect measuring 6 mm in diameter in the steel cast 20GSL, detected 

by ultrasonic inspection, characteristic value is circle radius or half-length of the short axis 

of the ellipse, which value a0 is being calculated by the following equation: 

                        mmda 2,56
2

3

2

3
0

                                                             (5)  

Stress intensity factor KI is being calculated by the following equation, in case of 

existance of an internal defect: 

110052.038.25,980max MaK I
mMPa  (6)  

where: σmax – maximum operational stress ; 

            M – coefficient which depends on shape and dimensions of defects and structure,           

M = 1,25 π / Q;  

           a0 – characteristic size of the defect; 

           Q – defect shape parameter; 

           Δσ – stress range, which is being calculated by the following equation:   

mm45,2
2

6,935,98

2

minmax               (7) 

For the ratio of half-lengths of the short and long axis of the defect ellipse a/2c = 0.3, 

as well as for the ratio of the maximum projected stress on the turbine cover and yield 
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 4 

strength for the specimen with the lowest plasticity σmax / R02 = 98,5/ 309 = 0,32, value of 

the defect shape parameter is Q = 1.65 [3]. 

Critical length of the internal crack in cast steel in which deformation weakening 

occurs, which can cause the fracture in the structure, can be calculated by equation (6): 

 mm
K

M
a Ic

cr 8,92
5,98

3,46

38,2

11
22

max

             (8) 

Number of cycles until reaching the critical size of the internal defect within the 

turbine runner cover, made of cast steel 20GSL with reduced plasticity, gets calculated 

through the integration of Paris’ equation, as well as values from table 1 and other 

calculated values: 
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                 (9) 

Number of load cycles for a one year period is: 

Nu = nh · 60 · 7000 · 30 = 71,43 · 60 · 7000 · 30 = 9 · 10
8 
cycles           (10) 

where:  nh – number of revolutions of the hydroelectric generating set, nh = 71.43 o/min; 

     60 – number of minutes per hour; 

     7000 – overall number of hours of operation of the hydroelectric generating set 

during a one year period; 

      30 – number of years of operation of the hydroelectric generating set. 

 

Estimated service life of the turbine runner cover with reduced plasticity is:   

                    29
109

1061,2
10

8

uN

N
n  years                              (11) 

 

6. Conclusion 

 

Results of fatigue strength tests carried out on large specimens, as well as obtained 

values of fracture mechanics parameters, enabled the estimation of service life of turbine 

runner cover with reduced plasticity. 
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Abstract. Mode I fatigue cracks in Glare (Aluminum based fibre metal laminate) nucleate and propagate 
in soft aluminum layers whereas strong fibre layers don’t fracture and remain intact. This results in the 
development of interfacial cracks and delaminations between aluminum and fibre layers. The interfacial 
cracks subsequently grow as Mode II cracks under cyclic load. Different residual stresses in material 
layers also influence the cracks. The paper presents finite element analysis of, a residually stressed, 
cracked and delaminated Glare to determine energy release rates at the tips of interfacial cracks for 
checking their growth stability. Multiple cracks in various orientations viz. normal to and across the 
property mismatched interfaces, leading to several delaminations, are examined. The delaminations are 
modeled by cohesive elements. Various sizes of interfacial cracks are considered. The model is 
successfully validated over a cracked and delaminated CentrAL, the laminate with similar ingredients as 
that of Glare but with different dimensions, the results of which are reported elsewhere. 

1. Introduction  
Fibre metal laminate (FML) is a hybrid composite that consists of layers of thin metallic sheets bonded 
and cured by heat and pressure with prepregs., each prepreg. built up of resin impregnated fibre cloth 
layers laid in similar or different orientations. Glare is one such aluminum and glass fibre based FML. 
Several property mismatched interfaces exist in Glare because the materials on either side of each 
interface in it have un-identical elasticity and plasticity properties. Also variable residual stresses 
develop in material layers during curing of the laminate due to their different stiffness and coefficients 
of thermal expansion. Consequently, material property mismatch and residual stresses influence fracture 
characteristics of Glare.   

 
Refer Fig. 1. A cracked and delaminated Glare in the present work is classified into two types 
depending upon the orientation of cracks in it viz. Type I and Type II. In Type I laminate, the parent 
Mode I cracks in aluminum layers grow normally towards the composite prepregs. before deflecting 
into the interfaces of fibres in prepregs. since cracks can’t penetrate the fibres. This results in 
development of interfacial cracks and delaminations between aluminum and fibre layers. On the other 
hand, in Type II laminates, the normal parent Mode I cracks in aluminum layers are oriented across the 
interfaces and their advancement simultaneously leads to the generation of interfacial cracks and 
delaminations governed by debonding curve between aluminum and fibre layers, the parent and 
interfacial crack growths forming a balanced and coupled process. The interfacial cracks in both the 
types of laminates propagate as Mode II cracks under cyclic loads.  
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The paper aims at numerical analysis of, a residually stressed, cracked and delaminated Glare for 
obtaining energy release rate, G , at the tips of interfacial cracks to check their stability by the criterion, 

cGG < , where the critical value, cG , represents the inter-laminar fracture toughness of the laminate. 

Multiple interfacial cracks of various sizes are examined in both the types of laminates. The approach is 
successfully validated over a different type of laminate, CentrAL, results of which are reported 
elsewhere. 
 
2.  Characterization of Glare  
Refer Fig. 2. Glare is assumed to comprise three layers of 0.4 mm thick 2024-T3 aluminum sheets 
bonded alternatively with two prepreg. layers., each prepreg. layer built up of three composite layers in 
the sequence, c0-c90-c0. A composite layer consists of 0.0165 mm (app.) thick epoxy resin on either 
side of a 4 mil or 0.1mm thick unidirectional E-glass fibre. Composite c0 has fibres laid in y direction 
i.e. along the direction of the load whereas composite c90 has fibres laid in x direction i.e. perpendicular 
to the direction of the load. Material properties are displayed in Table 1. The longitudinal (y dir.) and 

transverse (x dir.) coefficients of thermal expansion of the laminate are found as 61062.18 −×  C-1 and 
61025.17 −×  C-1 respectively.      

     The laminate is 200 mm long, 50 mm wide and 2 mm thick. It is subjected to far field monotonic 
tensile stress of 150 MPa in y direction. Since the layers are un-identical, classical theory of laminates is 
employed to obtain stress distribution in them. Curing temperature of the laminate is assumed as 120 
deg.. Effect of curing is incorporated by superimposing residual curing strain with the applied strain. 
Difference in stress values obtained with and without the effect of curing provides the magnitude of 
residual stresses. As expected, their value in y direction in plane strain condition used for Type I 
laminate are close to those in plane stress condition used for Type II laminate. Difference between the 
values in x direction is inconsequential as these values don’t influence the computations carried out in y-
z plane.  

 
3. Finite element analysis of damaged Glare        
Refer Fig. 3. Four cases of Type I laminate viz. a) one crack with one delamination b) two cracks with 
two delaminations c) two cracks with three delaminations and d) three cracks with four delaminations 
and two cases of Type II laminate viz. a) two cracks with two delaminations and b) three cracks with 
four delaminations are modeled. Two interfacial crack lengths, d, of 2 mm and 30 mm are investigated 
in Type I laminate whereas the fixed value of d with parent crack depth is chosen as 9.4 mm and 25 mm 
respectively in Type II laminate.   
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Half of the laminates are only modeled due to the conditions of symmetry. Each material layer is 
considered separately. 2D mesh model of Type I laminate is created with solid 183 elements in 
aluminum layers and shell 281 elements in resin and fibre layers under plane strain condition. Number 
of elements and nodes generated are equal to 40912 and 123727 respectively. 3D mesh model of Type 
II laminate is created with 8 noded, solid 185 elements in aluminum and 8 noded, layered solid shell 
190 elements in fibre and resin layers. Number of nodes and elements generated are equal to 55827 and 
53066 respectively. Delaminations are modeled by cohesive elements in the form of 2D, 6 noded, inter 
cohesive element 203 in Type I and 3D, 8 noded, inter cohesive element 205 in Type II laminate. 
Values of maximum normal traction (zσ ), width and maximum equivalent shear traction of zyτ  and 

zxτ  in the delamination zone are input as C1, C2 and C3 respectively in the cohesive element code. In 

Type II laminate, triangular, cosine, parabolic and elliptical debonding curves are assumed because they 
can be defined mathematically. Since the type of de-bonding curve influences C1, C2 and C3 values, 
albeit marginally, the cohesive element data are found for each of them by modeling cracked laminates 
without delaminations but with the use of a chosen debonding curve to note the maximum values 
developing near the curve. Sample values of C1, C2 and C3 in case a) of Type I laminate are of the 
order of 39.24 MPa, 0.001 mm and 34.32 MPa and in case a) of Type II laminate with triangular 
debonding are of the order of 19.5 MPa, 0.001 mm and 15.03 MPa respectively. Artificial damping 

coefficient of 5101 −× s is used wherever necessary to achieve numerical convergence.  
Ramberg-Osgood formulation, Eq. (1), is employed to obtain non-linear stress-strain values beyond 
yield point in aluminum              
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The material constants, using stress-strain values at the break and at an intermediate point provided in 
Table 1, are obtained as =′m 1.2 and m ′′ = 10. The nodes representing cracks at the bottom surface in 
aluminum and resin layers of the model are unconstrained while all the nodes of fibre layers are 
constrained in y direction (y = 0). Load is applied as monotonic stress at the top edge of each laminate 
whereas the residual stresses are introduced over respective material nodes in x and y directions. All the 
interface layers are glued and the common nodes are merged. The nodes are thoroughly checked for 
connectivity before executing the models for solution.   
As yielding levels are of small scale, G is considered equal to the value of J integral. J integral over a 
cyclic path, P, around interfacial crack tip [1] is defined in y-z plane by Eq. (2) as  
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where eW  is the strain energy density,nv and nw are the nodal displacements in y and z directions, 

traction terms zzyyyy nnT τσ += , yzyzzz nnT τσ +=  with yn  and zn  being unit normal vectors. 

Numerical values of J are obtained over three paths, denoted by 1, 2 and 3, near interfacial crack tips.       
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3.1  Results        
Sample deformations with case a) of both the types of laminates are provided at Fig. 4. G values are 
displayed at Table 2. The value of cG of the laminate is experimentally obtained as 0.85 N/mm. Since 

cGG <  in all the cases of Type I laminate, the interfacial crack growth is concluded to be stable. In 

Type II laminate also, the values are safe except in interfacial cracks at one extreme end of case b) for 
all the types of debonding curves indicating crack instability. 
3.2. Validation 
The present model is applied over a different laminate referred to as CentrAL [2]. CentrAL has 
ingredients similar to that of Glare but with different dimensions. Its constitution and properties are 
presented in Fig. 5. All three aluminum layers in it are assumed to be cracked with delaminations 
existing between aluminum and prepreg. layers resembling case d) of Type I laminate. Interfacial cracks 
of 0.032 in. size are considered. Half of the laminate is again modeled under far field load line 
displacement of 0.0015 in. Prepregs. are considered as single units with given properties. Cohesive 
element data, C1, C2 and C3 used are of the order of 500000 msi, 0.0001in. and 920000 msi 
respectively. The results obtained are compared with the reported results in Table 3. They are in good 
agreement that validates the model.      

 

 
4. Conclusion  
A numerical approach to obtain energy release rate at interfacial crack tips in a, residually stressed, 
cracked and delaminated Glare is presented. Validity of the finite element model is well 
substantiated.    
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Abstract. In this work application of phenomenological damage accumulation model for a 
case of the complex stress-strain mode is presented. Results of numerical calculation in 
ANSYS for a constructive element in the form of a plate with a hole (damage distribution 
for different diameters) are shown. On the basis of experiments the effective stress-strain 
curve for aluminum alloy is built and parameters of damage model are defined. For damage 
estimation at tension method on specific electrical resistance change has been used. The 
modified Neuber-Makhutov definition approach of stress and strain concentration factors 
with the damage account is discussed. Dependences of the given factors on the reduced 
stress and hardening rate of aluminum alloy from number of cycles are shown. Engineering 
and effective curves of a Morrow’s diagram received as a result of strain controlled tests. 

 
1. Introduction 
 
The majority of responsible elements of designs contain stress concentrators (holes, fillet, 
neck and other). As any concentrator is the probable initiation center of a construction 
fracture, and the stress concentration is one of major factors which influence its strength 
and lifetime, so research of the stress-strain mode in the area of the concentrator and its 
improvement by means of existing approaches modification is an actual problem [1, 2, 3]. 
The majority of constructions analyses are carried out with use of the engineering stress-
strain diagram of a material (engineering stress) that does not consider true stress in the 
specimen, and processes of growth and accumulation of microdefects in a plastic zone. 
 
2. Damage Model 
 
In the field of the concentrator there is a local zone of a plastic deformation in which 
intensively take place processes of damage accumulation, authors offered at an estimation 
of the stress-strain mode near the concentrator, for its improvement, to take into 
consideration damage scalar parameter, estimation of which is based on the power approach 
that is in more details presented in publication [3]. 
Dependence of damage parameter from plastic strain level, taking into account factor of 
Pisarenko-Lebedev is defined as follows [4] 
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plastic strain rate. µ  – Poisson ratio, – factor of Pisarenko-Lebedev, which allows to 
consider different properties of a material at tension and compression,  – mean stress, 
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 – maximum stress,  – stress ratio. Parameters A  and m  were defined from 

approximation of the experimental true stress-strain curve with power law ( )( ) mp
i iAσ ε= . 

 
3. Material and main experimental feature 
 
For definition of model parameters at experimental equipment which allows to record 
continuously damage of material at straining [5], experiments on specimens of aluminum 
alloy D16Т (4.1% Cu, 1.6% Mg, 0.64% Mn, 0.47% Fe, 0.33% Si, 0.03% Ti, 0.02% Cr, 
0.18% Zn) have been made. The damage parameter is identified as relative change of 
specific electric resistance of the specimen [4]. For damage parameter calculation values of 
material parameters (Table 1) gained from experiments were used. 

Table 1 

Material 
Material parameter 

E , MPa χ  b  A  l  B  µ  
Aluminum Alloy 69608 0.7 1,17 748 0,1091 1,7 0.3 

 
4. Numerical implementation 
 
For the further researches the plate of thickness 3 mm with the central aperture which 
diameter varied from 1 to 15 mm has been chosen. 
Using geometrical and force symmetry, at numerical modeling the quarter of the specimen 
with corresponding boundary conditions (Fig. 2) was considered. For modeling of a finite-
element grid were elements PLANE 82 used. For solution were used the true stress-strain 
diagram of a material (the diagram considering necking of the specimen). 
Criterion of grid selection was value of a calculation results difference obtained on two 
different grids at equal loading conditions. If the difference on two grids under equal 
conditions differed less than on 1% further "subdivision" of a grid was not made also result 
was considered as the reliable. As a result of the numerical calculation for aluminum alloy 
damage distribution which are presented on Fig. 3 have been obtained. 
For an estimation of concentration at elastic-plastic straining, stress ( )Kσ  and strain ( )Kε  
concentration factors are used. The general approach to definition of these factors does not 
consider damage [1, 2], in zone of concentrator. The damage parameter account gives the 
chance to specify factors ( )Kσ  and ( )Kε  thus more reliable estimate the stress-strain mode 
of the given constructive element. 
In a general relation connecting concentration factors taking into account Makhutov 
approach and damage parameter, it is possible to write down a relationship [1, 6]: 

[ ]2 , , ,n
K K

F m nσ ε
σ

σ

α σ
α

= .      (2) 

Using the data of numerical calculations and experimental data, built curves of change of 
stress intensity concentration factors with damage account (effective) and without taking 
damage into account (engineering) (see Fig. 4). 
Fig. 4 shows that the damage account at factor Kσ  calculation increases its value, at the 
same time, for factor Kε  we have an opposite situation: the damage account reduces its 
value. 

1σ iσ
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а) b) 

  
c) d) 

Figure 3. Damage distribution for an aluminum alloy, 280 MPaσ =  
a – hole Ø1mm, b – hole Ø3mm, c – hole Ø5mm, d – hole Ø10mm 

 

  
Figure 4. Stress Kσ  and strain Kε  concentration factors vs. reduced stress σ , 

3,0σα =  (1 – effective, 2 – engineering) 

 
Dependence of hardening rate from number of load half-cycles can be presented [1, 6]: 
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Effect of damage on value of hardening rate is shown on Fig. 5. 
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Figure 5. Hardening rate vs. number of load half-
cycles (1- 1,1e = ; 2- 5,0e = ; 3- 10,0e = ) 

Figure 6. Static load curves (3 - effective, 4 - 
engineering) and the Morrow’s diagram (1 - effective, 
2 - engineering) for aluminum alloy 

 
From Fig. 5 influence of damage on hardening rate grows with increase in value of the 
reduced strain e , and also grows calculation error using engineering stress-strain diagram 
parameters. For calculation of stress and strain concentration factors taking damage into 
account it is necessary to use the parameters obtained from the effective stress-strain 
diagram [6] which allows to improve concentration factors. 
For an evaluation of damage effect on stress-strain mode under low-cycle fatigue have been 
made strain control tests. As a result of experiments have been obtained the Morrow’s 
diagram with account and without taking into account damage for a load cycle 0.5 RN N= , 
where RN  - number of cycles to rupture. Comparison of the Morrow’s diagram and static 
load curves is resulted on Fig. 6. It is clear from Fig.6, that damage have essential influence 
on definition of the maximum stress in stabilized cycle of a loading. 
Thus, calculations of the stress-strain mode of constructive elements with stress 
concentrators and the estimation of a stress and strain concentration by Neuber-Makhutov 
approach with use of engineering stress add error, by ignoring damage which occurs at 
plastic deformation. Use of an introduced calculation method, gives the opportunity to 
decrease error by introduction scalar isotropic damage parameter in consideration. 
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Abstract. The paper contains the description of the cyclic creep damage law that allows to 
estimate the long-term strength of metallic materials in wide range of frequencies of loading 
and heating. Asymptotic methods and procedures of averaging in a period were used for 
deriving the damage laws. 

 
 

1. Introduction  
 
Traditionally the deformation of structural members is studied separately for static and 
varying loading, especially in the cases of the loading frequencies which take place in the 
processes of forced oscillations and exceed 1-3Hz. However, for high-temperature creep 
processes, which flow in different engines, power turbine etc, such separation is impossible 
due to non-linear character of the phenomena. The important contribution of  the dynamic 
stresses, which occur following to fast load or temperature varying,  can essentially change 
the rate of creep strain and damage accumulation as well as the place of macro crack 
initiation. From the other hand, the real loading presents the combination of the cycles with 
large (hours or days, caused by loading, operating and unloading, heating and cooling (etc) 
and small (fractions of a second, caused by forced oscillations) periods. 
The aim of a paper is introducing the unified approach to the description of different creep 
damage phenomena, which occur due to joint action of static and varying loading. The case 
of initially elastic stress-strain state, which has to be realized in different industrial 
applications, where creep strain growth and damage accumulation are started from the 
stress level which is less then yield limit, is considered.  
 

2. Cyclic creep damage averaged laws 
 
Let us regard the mostly common case. The long-term strength of the structure is 

determined by the action of the temperature )t(T  and stress fields )t(σ . It is well known, 
that mechanical behaviour of structural element subjected by cyclic loading, is significantly 
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depends upon its frequency. The cyclic creep-damage processes in a solid which are 
originated by the action of temperature fields, can be divided by the action of low or high 
cycle loading or heating. 
In the case of  high cycle loading, when the frequencies of oscillations correspond to the 
phenomenon of forced vibrations, the processes of 'dynamic creep' [1] as well as the creep-
high cycle fatigue interaction can occurred [2]. These processes are divided by the value of 

so-called critical stress cycle asymmetry coefficient σσ a

crA =  where σa and σ are 
amplitude and mean stress correspondingly. The big values of Acr, which are arisen when 
the significant values of varying stresses are acted, characterize the high cycle high 
temperature fatigue damage accumulation which is coupled with creep one. The low values 
of Acr caused to substantial acceleration of pure creep damage accumulation. This process 
was called the 'dynamic creep' and the damage occurs here by  creep mechanism [1]. 
Otherwise, the loading of structures at elevated temperatures very often corresponds to low-
cycle with the frequency is less than 1Hz. The values of period  can be hours or days, for 
example in power turbines, where one cycle contains the time from starting to transition   
into the operating mode, some peak loading and finishing.  
In real working conditions the low and high cycle creep processes are coupled. The main 
idea of the presented theory is subsequent studying of both processes. The approach of 
asymptotic methods [3] will be used. Due to the real situation in a structure, where the 
forced oscillations occur on the background of processes, caused by static or quasi-static 
loading, firstly let us regard the low cycle creep damage accumulation processes. The 
growth of creep strain c and scalar damage parameter ω can occur here due to the varying 
of loading as well as due to the varying of temperature. 
Let us use the the Rabotnov-Kachanov kinetic law with scalar damage parameter ω  
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The process of low-cycle loading will be described by the period Tσ and stress  
1σσσ += , where σ  and σ 1   are its constant and varying parts:  
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Let us expand the damage parameter into asymptotic series on the small parameter µ [3] 
and limit by two terms of series:  
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where ( )t0ω , ( )ξω 1
 are the functions which depends upon low t and fast time ξ ,   

( )10 ≤≤ ξ [4]. After the substitution of the Eq.(3) into Eq.(1) and further averaging the 

damage law on the time interval  ( )10 ≤≤ ξ : 

 ( ) ( ) ( )tdt 0
1

0

00 ωξωξω ≅= ∫ ,    ( ) ( ) 0d
1

0

11 ≅= ∫ ξξωξω , (4) 

 we obtain [4]: 
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If we consider more general low cycle process when not only stress but the temperature T 
varies throw a cycle  
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the creep-damage law can be  written in the following form:  
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Now we can use the similar suggestions and reasoning, regarding the averaged damage 
parameter law Eq. (5) as an initial one. Finally we have 
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Now let us consider the case of mono-harmonic loading with sine law, when frequencies of 
forced oscillations are more than 1 Hz. If the stress cycle asymmetry coefficient    A>Acr, 
the essential fatigue damage appears. We'll use the Yokobori suppose [2] that in this case 
the total damage increment contains from creep and high-temperature high cycle fatigue 
parts 
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The creep damage law (1) and auto-model fatigue damage law   
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can be used.  In the case of A<Acr  the influence of fatigue damage is marginal, but damage 
acceleration  happens due to 'dynamic creep' mechanism [1, 5]. If we regard the slow 
varying of the loading with big period by law like Eq. (2), we have to slightly change the 
law Eq.(5)  in order to account the multiplying on the coefficient A:  
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Here Kr  is dynamic creep influence function  had been obtained by asymptotic expansion 
and averaging procedure in [6]. Now we have to construct the universal damage law, which 
reflects above mentioned physical laws. Let us use the influence functions, which reflect 
the acceleration or retardation of appropriate damage processes. These functions have to 
operate with stress asymmetry coefficient Acr and can be selected in the following form [5]: 
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Finally the damage law takes the following form:  
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Constructed general damage law Eq.(13) have to be generalized for the case of complex 
stress state. Here the three invariants criterion for creep long term strength description as 
well as Sines criterion [7] for fatigue were used [4, 5]. 

 

3 Conclusions 
 
The paper contains the creep damage law, which had been formulated for the wide range of 
cyclic loading and heating frequencies. By use of the same asymptotic procedures the flow 
rule for cyclic creep with different frequencies of loading and heating were obtained and 
averaged creep-damage law was added to the general system of equation of motion of the 
creeping solid [4-6]. 
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NUMERICAL MODELING OF LOCALIZED FAILURE BY MEANS
OF STRONG DISCONTINUITIES AT FINITE STRAIN

O.T. Bruhns1, R. Radulovic2 and J. Mosler3

Abstract. An efficient numerical framework suitable for three-dimensional analyses of
brittle material failure is presented. The proposed model is based on an (embedded) Strong
Discontinuity Approach (SDA). Hence, the deformation mapping is elementwise additively
decomposed into a conforming, continuous part and an enhanced part associated with the
kinematics induced by material failure. To overcome locking effects and to provide a
continuous crack path approximation, the approach is extended and combined with advantages
known from classical interface elements. More precisely, several discontinuities each of them
being parallel to a facet of the respective finite element are considered. By doing so, crack path
continuity is automatically fulfilled and no tracking algorithm is necessary. However, though
this idea is similar to that of interface elements, the novel SDA is strictly local and thus, it
does not require any modification of the global data structure, e.g., no duplication of nodes.
An additional positive feature of the advocated finite element formulation is that it leads to
a symmetric tangent matrix. It is shown that several simultaneously active discontinuities in
each finite element are required to capture highly localized material failure.
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1. Kinematics of strong discontinuities

A domain Ω ∈ R3 is assumed to be separated into two parts Ω+ and Ω− by means of a
localization surface ∂sΩ, which, depending on the context, can represent a crack surface or a
shear band. Hence, the displacement field u can be discontinuous at ∂sΩ. Following [1], u is
assumed to be of the type

u = ū+[[u]] (Hs−ϕ) , (1)

where ū is the standard continuous displacement field and [[u]] denotes a displacement jump.
In Eq. (1), Hs is the Heaviside function with respect to the discontinuity and ϕ is a smooth
ramp function necessary for describing the Dirichlet boundary conditions in terms of the
standard displacement field ū. By applying the generalized derivative to Eq. (1), together
with the approximation ∇ [[u]] = 0, the deformation gradient reads

F = 1+∇ū− [[u]]⊗∇ϕ +[[u]]⊗Nδs with ∇ū =
∂ ū
∂X

. (2)
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Here, δs represents the Dirac-delta distribution associated with the localization surface and
N is the normal vector of ∂sΩ. Analogously, in case of intersecting strong discontinuities,
i.e. more than one displacement jump per element, the displacement field and the associated
deformation gradient are computed as

u = ū+
n

∑
i=1

[[u]](i) (H(i)
s −ϕ(i)) (i = . . .n) (3)

and

F = 1+∇ū−
n

∑
i=1

[
[[u]](i)⊗∇ϕ(i)

]
+

n

∑
i=1

[
[[u]](i)⊗N(i) δ (i)

s

]
. (4)

2. Material models

Since the deformation gradient is regularly distributed in Ω±, standard stress-strain based
continuum models can be applied. For the sake of simplicity, the bulk material is assumed to
be purely elastic (neo-Hookean material with λ and µ the Lame constants), while inelastic
deformations localized at ∂sΩ are governed by a damage-like cohesive potential of the type

Ψs =
1
2
(1−d) [[u]] ·Cs · [[u]] (5)

with

d = 1− exp
(
− f0

Gf
κ
)

and Cs =
f0

κ
I (6)

where f0 denotes the uniaxial tensile strength, Gf is the fracture energy and κ represents
an internal variable (maximum value of the displacement jump during the complete loading
path). With Eq. (5), the stress vector acting at the discontinuity can be computed as

Ts =
∂Ψs

∂ [[u]]
= (1−d) f0

[[u]]
κ

. (7)

It is coupled to the stresses in Ω± by the condition of traction continuity. An advantage of the
above models is that only four parameters (λ , µ , f0 and Gf) are required to describe material
behavior.

3. Finite element implementation

According to [1], one possible implementation of the SDA is based on the EAS concept.
Though this approach is not new for a single discontinuity, it represents the background for
the novel intersecting SDA as discussed in this paper. The numerical implementation of
elements with strong discontinuities is based on the weak forms

∫

Ω

P(ū, [[u]]) : ∇η̄ dV −
∫

Ω

ρ0 B · η̄ dV −
∫

ΓP

T∗ · η̄ dA = 0 (8)

1
V

∫

Ω
P ·N dV =

1
A

∫

∂Ω
TsdA (9)

where P is the Piola stress, η̄ is a continuous test function, B denotes body forces, T∗ are
prescribed tractions on the Neumann boundary, V and A are the volume of the finite element

2
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and the surface area of the discontinuity, respectively. Eq. (8) is the standard principle of
virtual works and Eq. (9) represents the weak form of traction continuity, cf. [2].

One of the critical open issues concerning the implementation of elements with strong
discontinuities is the prediction of crack path propagation. It is known, that a straightforward
implementation of strong discontinuities can lead to locking effects. To overcome such
problems different strategies like tracking algorithms have been developed. The aim of
the present contribution is to show that simple local strategies without enforcing crack path
continuity can lead to computationally efficient and robust numerical implementations. In
what follows, two different methods will be explained.

3.1. Rotating SDA

After embedding a discontinuity in a finite element, a certain change in principle stress
directions may occur. Consequently, keeping the normal vector N fixed during subsequent
loading does not necessarily provide the proper kinematics. As a consequence, after proper
crack initiation, the crack normal N is wrongly predicted in the elements ahead the crack tip.
This can result in a dispersion of the macro-crack over neighboring elements. Therefore it is
reasonable to allow the discontinuity to rotate. Thus, N depending on the maximum principal
stress direction is recomputed in each loading step. In this way, the aforementioned locking
effects can be strongly reduced.

3.2. Intersecting SDA

In the context of the SDA, the numerical implementation of intersecting localization surfaces
was introduced in [3]. The main idea of such approach is to enrich the space of admissible
crack paths by introducing more than one discontinuity per elements, i.e. to model micro-
defects in elements separately. Some of these micro-defects will significantly contribute to
a macro-crack, while some of them will close under increasing loading. According to the
standard SDA, the orientation of discontinuities is assumed to be invariant, i.e. Ṅ = 0.

The extension of the single crack concept to the intersecting SDA is relatively straight-
forward. Clearly, the implementation of intersecting discontinuities is computationally more
expensive. Analogously to the standard SDA (one crack per element), the tangent stiffness
matrix remains non-symmetric. Only if the discontinuities are parallel to the edges or the
facets of the considered element, a symmetric tangent is obtained. Consequently, this case
is similar to that characterizing classical interface formulations where the interface elements
are inserted into the existing finite element formulation. Thus, discontinuities are a priori
parallel to the facets of the underlying bulk elements. Further elaborating this similarity,
the discontinuities of the proposed SDA are assumed to have the same topology. Besides this
analogy, the SDA shows still several advantages compared to the nowadays classical interface
approaches. For instance, the mesh topology has not to be modified (e.g. duplicating nodes).
Evidently, the more discontinuities are considered, the softer and the more realistic is the
predicted mechanical response. However, an increasing number of discontinuities increases
the numerical effort as well. Therefore, the crucial question arises how many discontinuities
in each element are needed to describe material failure and softening in a realistic manner.
To answer this question, the discontinuities are successively introduced and the results are
compared to each other.

3
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4. Numerical Examples

The performance of the proposed methods is demonstrated by means of two fully three-
dimensional numerical examples: a clamped L-shaped frame subject to off-center tension
and asymmetric bending of a notched beam. Both examples are discussed in [6].

Example 1: L-shaped frame: The geometry, material parameters and loading conditions are
in line with [4], where a concrete L-shaped frame has been experimentally investigated.
A mesh containing 33202 tetrahedral elements is used. In case of intersecting SDA, only
failure modes aligned with the element facets are taken into account. It has been observed
in numerical experiments that three displacements jumps in each element are sufficient to
describe the material response in a realistic manner. If only one or two jumps are accounted
for, the softening effects are underestimated.

Example 2: Bending of a notched beam: The present example is taken from [5], where the
authors documented a number of mixed mode failure experiments on notched beams. The
geometry and the boundary conditions are shown in Fig. 1. Four different finite element
discretizations are considered. Two of them are uniformly distributed, the remaining two are
refined in the region where the crack path is expected to propagate, while they are relatively
coarse in the remaining part of the specimen. For all triangulations a curved crack propagates
from the notch toward the upper surface of the beam, building approximately an angle of 30◦
with respect to the vertical direction.

25
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Figure 1. Numerical analysis of a L-shaped frame (left) and asymmetric bending of a notched
beam (right): dimensions [cm] and loading of structures
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Abstract. The paper deals with the effect of stress state on the damage behavior of 
aluminum alloys. The continuum damage model has been generalized to take into account 
stress-state-dependence of the damage criterion with different branches corresponding to 
various damage mechanisms depending on the stress triaxiality and the Lode parameter. 
Basic material parameters are identified using experiments with differently notched tension 
and shear specimens. To be able to get more insight in the complex damage and failure 
behavior additional series of micro-mechanical numerical analyses of void containing unit 
cells have been performed. These calculations cover a wide range of stress triaxialities and 
Lode parameters in the tension, shear and compression domains. The numerical results are 
used to show general trends, to develop equations for the damage criterion, and to identify 
parameters of the continuum model. 

 
 
 

1. Introduction  
 
Accurate and realistic modeling of inelastic behavior of ductile metals is evident in 
structural mechanics and corresponding numerical analyses. Thus, continuum models have 
been proposed to describe elastic-plastic behavior as well as material softening during the 
damage and failure processes under general loading conditions. Motivated by experimental 
observations or numerical analyses on the micro-scale, various phenomenological damage 
models have been developed. They are based on internal scalar or tensorial damage 
variables whose increase is governed by evolution laws.  
  
Besides the stress intensity, the stress triaxiality and the Lode parameter are the most 
important factors controlling initiation and evolution of ductile damage. These 
dependencies can be studied by performing experiments and corresponding numerical 
simulations of a series of tests with carefully designed and differently loaded specimens 
experiencing a wide range of stress states [1-8]. In addition, to be able to detect features on 
the scale of the micro-defects, micro-mechanical numerical models are used solving 
boundary-value problems of representative volume elements with micro-structural details to 
predict the constitutive response at the macroscopic level. Thus, three-dimensional finite 
element calculations of microscopic cell models have been performed [9-13] to get more 
insight in the damage and failure mechanisms of ductile solids and to understand the stress-
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 2

state-dependent behavior of void growth and ductile damage mechanisms. The numerical 
results show that the void growth, the macroscopic deformation behavior of the unit cells 
and the critical failure strain remarkably depend on the value of the stress triaxiality. In 
addition, the rate of void expansion in different directions for constant stress triaxialities are 
sensitive to the Lode parameter. 
 
Most published papers deal with void growth and coalescence only in regions with high 
hydrostatic stress. Thus, their results are only valid for moderate or high stress triaxialities 
where the effect of the Lode parameter on failure behavior has been shown to be marginal 
[5]. Therefore, further numerical calculations have to be performed to get detailed 
information on damage and failure mechanisms in ductile solids for a wide range of stress 
triaxialities and Lode parameters even in the shear and compression ranges. In this context, 
the present paper discusses results of numerical unit-cell simulations on the micro-scale 
covering a wide range of three-dimensional stress states. They are used to develop and to 
verify stress-state-dependent damage criteria taking into account different branches 
corresponding to various damage modes. 
 

2. Continuum model 
 
A continuum model is used to predict the irreversible material behavior taking into account 
information of the microscopic mechanisms of individual micro-defects and their 
interaction. Brünig [6]  proposed a phenomenological framework to describe the inelastic 
deformations of ductile materials including anisotropic damage by micro-defects. This 
approach takes into account different damage mechanisms (Fig. 1): micro-shear-cracks for 
negative stress triaxialities, void growth for large positive stress triaxialities and mixed 
behavior for lower positive stress triaxialities. In the hydrostatic pressure regime a cut-off 
value of stress triaxiality [14] is taken into account below which damage does not occur. 
This stress-triaxiality-dependent concept will be generalized to be able to take also into 
account the effect of the Lode parameter on damage behavior. 
           

Damage due to

growth of voids and

micro-shearcracks

Damage due to
No damage

Damage due to

growth of voids

Stress triaxiality

micro-shearcracks

 
 

Figure 1. Damage mechanisms 

 
Thus, the onset of damage is assumed to be governed by the damage criterion 
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        da
1 2 0f I J                                                                                            (1) 

where 1I  and 2J denote the first and second deviatoric stress invariants, is the damage 

threshold and   and represent the damage mode parameters taking into account the 
different branches depending on the stress triaxiality 

        m eq 1 2// 33 JI                                                                                (2) 

defined as the ratio of the mean stress m  and the von Mises equivalent stress eq  as well 

as on the Lode parameter 
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expressed in terms of the principal stress components 1T , 2T  and 3T . 

 

3. Experimental and numerical results 
 
Tension and shear tests with smooth and pre-notched specimens as well as corresponding 
numerical simulations on the macro-scale have been performed to be able to identify 
material parameters appearing in the constitutive equations [15-17]. Based on these results 
it was possible to propose stress-triaxiality-dependent functions and a first estimate of Lode 
parameter dependence for the damage mode parameter. However, due to lack of reliable 
information on the effect of the Lode parameter on the damage criterion by experiments 
additional numerical simulations on the micro-scale are carried out to study in detail the 
dissipative and deteriorating mechanisms on the microscopic level. The behavior of unit 
cells with symmetry boundary conditions simulating periodic distributions of micro-defects 
is studied for a wide range of Lode parameters -1, 0, and 1 as well as of the stress 
triaxiality coefficients and 1. Based on the numerical results 
it was possible to compute different points shown in Fig. 2. 
 
 

 
Figure 2. Damage mode parameter vs. stress triaxiality 
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For different  Lode parameters   and stress triaxiality coefficients   the damage mode 

parameters obtained from the micro-mechanical numerical analyses are used to propose the 
non-negative function 
          0, , 0 0                                                                                (4) 

and to identify the associated material parameters 
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by curve fitting, see Fig. 2. 
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Abstract. This paper is devoted to the buckling phenomenon of columns composed of a 
quasi-brittle material such as concrete. The constitutive law at the material or the structural 
scale is based on continuum damage mechanics arguments (CDM theory). We investigate, 
using a simple one-dimensional softening model based on continuum damage mechanics, 
how the buckling of reasonable slender reinforced concrete columns is associated with a 
limit load which decreases with the imperfection considered. The one-dimensional 
continuum problem is then analytically and numerically solved for an axially loaded 
cantilever column with some additional geometrical imperfection. The need of including 
some non-local properties is discussed for the post-buckling analysis. Though simplified, 
this column model will still give some qualitatively useful results for reinforced concrete 
columns.  

 

1. Introduction  
 
It is accepted that slender reinforced concrete columns must be designed taking into 
account the second order effects produced by the axial loads on the deformed member. The 
main international rules including for instance the European code for reinforced concrete 
design, Eurocode 2 (EC2), are based on this concept for the design of reinforced concrete 
columns. Slenderness limits that indicate when such effects can be neglected, have been 
investigated [e.g., 1, 2]  and included in most reinforced concrete codes. Various empirical 
or theoretical  based methods have been published in the past, that all introduced some 
necessary realistic imperfections through additional geometrical eccentricities [3, 4]. It 
means, from a theoretical stability point of view, that these nonlinear structural systems 
typically belong to the field of imperfection sensitive systems. There have been numerous 
papers and textbooks devoted to the study of elastic or inelastic buckling of columns (see 
for instance [4, 5]). But the link between imperfection sensitivity and the buckling 
phenomenon of reinforced concrete columns was not clearly highlighted in the authors’ 
point of view, at least not from simple physically based model analysis. In this paper, we 
will demonstrate with some simple softening, one-dimensional models based on continuum 
damage mechanics (CDM), that the buckling of reinforced concrete columns is associated 
with a limit load, which decreases with the imperfection considered. The problem handled 
in this study is not so different from the elastica problem of a softening column, as already 
investigated numerically by Brojan et al [6] (see also references quoted in [6]). Global 
unstable softening post-buckling paths can be noticed for these nonlinear elastic problems, 
which in turn lead to the specific imperfection sensitivity phenomenon. 
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2. Buckling and post-buckling equations 
 
A continuous softening CDM column of length L is studied. It has a bending-curvature 
constitutive law expressed by Eq. (1) 

 
( )DEIM −= 1κ  with θκ ′=     (1) 

 
where M is the bending moment, κ is the curvature, θ is the rotation of the cross section,  
and D is the cross sectional damage variable. We first investigate the local problem 
associated with the loading function f expressed with local variables as 
 

( ) DDf
Y

2, −=
κ
κ

κ   for  
2

1=≤ YDD    (2) 

 
where κY is a material parameter associated with the maximum moment capacity of the 
cross section, and DY  is the damage value at this section capacity. A similar model, at the 
beam scale like here, has been studied in [7] for time-dependent stability of beams (see also 
[8, 9] at the material scale, or [10], for the applications of similar models). The irreversible 
damage constitutive law, including the loading-unloading conditions, can be written as 
 

( ) ( ) 0,,0,,0 =≤≥ DfDDfD κκ &&
    (3) 

 
By applying the principle of virtual work for the so-called geometrically exact 
configuration,  and assuming the softening column to be inextensible, we get 
 

( )[ ] ( ) ( ) 0cossin1 0
0

=−−′′−∫ LLPedsPDEI
L

δθθθδθθδθ   (4) 

 
where e0 (considered as an imperfection) is the eccentricity of the applied axial load P at 
the end of the column. Integration by part of this equation gives the differential equation 
 

( )[ ] 0sin1 =+′′− θθ PDEI     (5) 
 
and the following natural and essential boundary conditions: 
 

( )[ ] ( ) ( ) 0cos1 00 =−′− LLPeDEI L δθθδθθ     (6) 

 
The dimensionless parameters below is introduced for convenience in the following: 
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3. Numerical analysis 
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The computation of the non-linear boundary value problem is based on a finite difference 
code that implements the three-stage Lobatto IIIa formula. Results are presented in Fig. 1,  
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Figure 1. Unloading behavior of the local softening column after the critical point 1.0** == Yκκ ; Wood’s 
paradox found in the post-buckling range 

 
where α  is the rotation at the end of the column. For the local damage law considered in 
Eq. (2), there is a phenomenon known as Wood’s paradox (elastic unloading). The 
softening zone along the column can be shown to necessarily vanish, which in turn leads to 
the zero dissipation phenomenon [11, 12, 13]. Due to this, the curvature of no column 
section will be located on the softening branch of the moment-curvature relationship. Thus, 
after the material instability point, κ=κY, is reached at the maximum moment section, elastic 
unloading behaviour will result along all of the column. Fig. 1 shows the hysteresis loop 
linked to the loading-unloading phases. Wood’s paradox is now solved with a nonlocal 
CDM model for this post-buckling and post-failure problem, as indicated in Fig.  2. 
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Figure 2. Propagation of the damage propagation in the nonlocal softening column after the critical point 
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The nonlocal damage loading function was chosen in a strain-driven format (see also [14]): 
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( ) DDf
Y

2, −=
κ

κ
κ  for  2

1=≥ YDD  with  κκκ =
″

− 2
cl  (8) 

cl  is an added internal length, specific to the nonlocal damage model;  ( )Lll cc =*
; and κ  

is the nonlocal curvature variable, defined from Eringen’s differential equation [e.g., 15]. 
 

4. Conclusions 
 
Including some nonlocality may cover the propagation phenomenon of localization in a 
post-buckling and post-failure structural problem.  Some complementary stability studies 
could be envisaged in the future, especially regarding multiple bifurcated solutions [16]. 
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Abstract. A transparent fiber-reinforced polymer composite is being developed as the 
interlayer in a composite-glass laminate system to provide the cost-effective protection 
against blast loading. To evaluate and improve the system performance for the blast 
resistance, model-based simulation is being conducted to investigate the effects of key 
material and loading parameters on the wave patterns in the composite-glass laminate 
structure, and to estimate its failure response to different explosive environments based on 
available experimental data. To predict and simulate the rate-dependent transition from 
microcracking to macrocracking, discontinuous bifurcation analysis has been performed to 
formulate a decohesion model for the composite interlayer, and the material model with its 
solver has been implemented into the coupled computational fluid dynamics and solid 
dynamics code with the Material Point Method. The preliminary results and the comparison 
with the available experimental data are presented to illustrate the proposed procedure. 

 
 
 
1. Introduction 
 
Critical civil infrastructures such as airports or defense establishments and transport 
vehicles are vulnerable to manually delivered small explosive devices. Such structures are 
increasingly using composite materials, which include laminated composites also. An 
integrated analytical, experimental and computational effort is being made to develop a 
transparent glass fiber reinforced plastic composite laminated with glass sheets to fabricate 
a blast-resistant structural composite system for protection against manually transportable 
explosives. The use of transparent composite interlayer is helpful in visualizing the failure 
patterns in real time and in post-mortem. The new layered panel consists of heat-
strengthened glass plies laminated with a novel damage-resistant and transparent composite 
as the interlayer. The candidate transparent composite interlayer consists of glass fiber 
reinforcement in an engineered polymer matrix. The interlayer is laminated with the glass 
sheets using an adhesive. 
 
Traditionally blast-resistant glazing designs have been commonly based on laminated glass 
[1]. As can be seen from the open literature, however, there is no information available on 
the blast-resistant response of a reinforced composite-glass layered system. Especially, 
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there is a lack of understanding about the effect of mechanical impedances in different 
layers on the formation and evolution of failure in the system, although the impedance 
effect must be considered when designing composite structures that have to withstand blast 
loads [2]. To establish a quantitative design tool for evaluating the effects of system 
parameters on the blast resistance, therefore, model-based simulation is performed here to 
investigate the effects of key material and loading parameters on the wave patterns in the 
composite laminate system, and to estimate its failure response to different explosive 
environments based on available experimental data. 
 
To perform coupled computational fluid dynamics (CFD) and computational solid 
dynamics (CSD) simulation of the responses involving multi-material phases in a single 
computational domain, a robust spatial discretization procedure is a necessity. The Material 
Point Method (MPM) [3 and 4; among others], which is an extension to solid dynamics 
problems from a hydrodynamics code, is used in this investigation. The motivation for 
developing the MPM was to simulate the problems such as impact/contact, penetration and 
perforation with history-dependent internal state variables. The essential idea is to take 
advantage of both the Eulerian and Lagrangian methods while avoiding the shortcomings of 
each. Hence, different material phases can be discretized in space with the MPM to 
simulate the failure evolution in the composite-glass laminate subject to blast loading. 
 
2. Effects of Key Parameters 
 
Due to the duration of the blast loads, the formation and evolution of failure across different 
layers in a composite structure depend on both wave and bending effects. Shock-induced 
microcracking results in macrocracking and final collapse of the structure under subsequent 
dynamic pressure (bending effects). The mechanical impedance plays an important role in 
inducing tensile failure of the interfacial bonding at a given interface under a compressive 
load of short duration. Since the impedance ratio could be adjusted via the amount of glass 
fibers reinforcement and since the wave patterns could also be controlled with the change in 
layer thickness for a given duration of impulse, the effects of selected parameters on the 
elastic wave patterns are investigated in a uniaxial strain configuration subject to incident 
impulses of triangular shape with a given peak and different durations. Based on the 
relation among the incident, reflected and transmitted stress waves in the composite glass 
consisting of 5 layers (glass, adhesive, composite interlayer, adhesive and glass), the major 
findings from the parametric study are summarized as follows: 
1. The effect of representative thickness of the first adhesive layer on the maximum stress 

(compressive or tensile) in the rear glass layer (not facing blast wave) is small, and a 
similar effect could be observed for the second adhesive layer. 

2. The effect of representative thickness of the composite interlayer on the maximum 
stress in the rear glass layer is larger than that of the adhesive layer, with an optimized 
value depending on the geometry and wave impedance. 

3. The effect of incident impulse duration on the maximum stress in the rear glass layer  
changes with the duration. With the increase of duration, the wave effect  decreases 
while the bending mode becomes dominant. 

4. The increase of Young’s modulus in the composite interlayer results in an increase in 
the maximum stress of the rear glass layer, but this effect diminishes with the further 
increase of Young’s modulus. The effect of Young’s modulus in either or both 
adhesive layers is similar to that in the composite interlayer. 
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3. Evaluation of the failure response  
 
Much work has been done by the research community to understand and model the rate-
dependent behaviors of individual candidate material components used in the composite-
glass laminate [5-8, among others]. However, only quasi-static and low velocity impact 
experimental data are available for characterizing the constitutive responses of the material 
components being used in fabricating the transparent composite-glass laminate system [9-
11]. Especially, there is a lack of understanding on the formation and evolution of 
debonding and cracking across different material layers. Hence, an attempt is made here to 
qualitatively model and evaluate the failure response of the laminate to different explosive 
environments based on available experimental data. 
 
The essential feature of a complete failure evolution process is characterized by the 
transition between discontinuities of different degrees, which is governed by the jump forms 
of conservation laws [12]. Based on the discontinuous bifurcation analysis, it is known that 
the transition from continuous to discontinuous failure modes is identified by the onset of 
localization. There are certain kinds of applicability and limitation for different modeling 
approaches, depending on the scale of the problem and the degrees of discontinuity 
considered [13]. To better evaluate the blast resistance of various potential composite-glass 
laminates, a continuous modeling approach is integrated here with a discontinuous one via 
the discontinuous bifurcation analysis. As a result, the essential feature of the failure 
evolution could be effectively simulated while the governing equations remain well-posed. 
Based on the previous research [14-18], a combined rate-dependent tensile damage and 
decohesion model is used to describe glass fragmentation under explosion, while a coupled 
von Mises plasticity and decohesion model is applied to the simulation of the blast response 
of the composite interlayer and adhesion layer, respectively. Discontinuous bifurcation 
analysis is performed to identify the initiation and orientation of discontinuous failure.  
 
Based on the parametric study, the normal stresses in the direction perpendicular to the 
blast wave direction dominate the evolution of failure in the glass layers due to the bending 
effect.  For the purpose of simplicity, hence, a plane strain problem is considered here to 
demonstrate the proposed model-based simulation procedure. A slice of the composite-
glass laminate with the total thickness of 10 mm and height of 431.8 mm is discretized via 
the MPM with the top and bottom sides being fixed. The thickness of the two glass layers 
and the composite interlayer is 3.2 mm, respectively, while the thickness of the two 
adhesion layers is 0.2 mm each. The blast wave is assumed to be applied uniformly on the 
left side glass layer, with the origin of the x-y coordinates being located at the lower-left 
corner of the panel section. The MPM discretization consists of square cells with each side 
being 0.2 mm long. Initially, one material point per cell is used to discretize each material 
layer so that there is one material point along the thickness direction of each adhesion layer. 
With the evolution of localization and decohesion, the number of material points per cell 
would change but the cell size remains fixed. An explicit time integrator is adopted for the 
MPM code. A series of simulations corresponding to the field experiments for different 
amounts of TNT at different standoff distances have been performed to calibrate the model-
based simulation procedure. It appears from the comparison between experimental data and 
numerical results that the proposed procedure could qualitatively evaluate the evolution of 
damage in the composite-glass laminate. Governing equations, solution procedure and 
simulation results will be presented in the conference. 
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4. Concluding remarks 
 
A parametric study has been performed to understand the effects of key model and loading 
parameters on the composite structural response to blast loading. Based on the parametric 
study and available experimental data, model-based simulations have been conducted to 
estimate the failure response to different explosive environments, in combination with field 
experiments. It appears from the preliminary investigation that the proposed model-based 
simulation procedure could qualitatively describe the experimental observation, and be used 
to better design the composite system. 
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Abstract. Steel structures, especially if they are exposed to the demanding loading or 

environmental conditions, need to be monitored concerning the actual in-service properties. 
For reliable monitoring it is important to know the initial properties in order to diagnose 

possible degradation with time. The target result of the presented research is to develop and  

apply the procedure for the degradation identification. The obtained results would serve as 
input for the model analysis that enables estimation of the structure condition and to support 

decision on the maintenance activities. 

In the experimental part of the presented research the model of the steel bridge was made to 
analyze the anomalous structural behavior and to optimize the selection of the appropriate 

monitoring methods. Various static and dynamic loads have been utilized on the model, with 

intentionally inserted steel structure failures (e.g. cracked bar, loosened screw joint). The 
structural responses are very well suited for the wavelet transforms and related wavelet 

analysis. This paper presents the procedure to correlate results of the wavelet analysis with 

the inflicted failures within the structure.  

 

 

 

1. Introduction 

 

Reliable and safe behavior of the structures is desire of the end user. Material ageing, 

environmental affects, damages, etc, are affecting the durability, reliability and safety of 

structures. Structural integrity monitoring (SIM) is a necessity to know and foresee the 

condition of the structure [1]. The system degradation affects the time-frequency 

characteristics of the system’s response. [2].  

 

It would be useful to determine the possible location of the structural damage with the 

method which evaluates structure in general and if possible with the excitation which is 

already present at the object under observation, i.e. truck moving over the bridge, wind 

acting on the tower or building, [2].  

 

Analysis of the response could be presented in the time and/or frequency domain. Analysis 

in the frequency domain has some shortcuts since the time of certain event occurrence is 

not known. To overcome this deficiency the wavelet transform can be used in order to 
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provide information in the time and frequency domain. To analyze the suitability of the 

classical FFT approach and of the wavelet analysis to characterize dynamical behavior of 

the structure with some induced damages in the elements, we performed analysis on the 

model of the steel space truss bridge. Firstly the responses were calculated and then 

compared to the experimental values. 

 

2. Numerical analysis of the problem 

 

We were applying the analysis on the real 3D bridge model, which is presented on Fig. 1 

[4]. Structure is space truss, assembled by two longitudinal truss frames of the 3600 mm in 

length, divided on 8 sectors of the 450 mm in length. Height of the frames is 440 mm, and 

width is 360 mm. Upper compression loaded and lower tensile loaded elements are made of 

cold formed elements HOP U30/30/2 mm, verticals are made of HOP U 30/20/2 mm, and 

diagonals are assembled from two HOP U15/30/2 mm and from two HOP L20/20/2 mm 

(Figs. 2 and 3). Upper compression loaded elements are connected by the HOP U 50/25/3 

mm and centrically connection is made of round bars ø 6 mm. Lower tensile loaded 

elements are in the location of the supports connected with the HOP U 30/20/2 mm. For the 

numerical modeling the quality of the material S235 with the modulus of elasticity E = 210 

GPa was used.  

 

 
 

    Figure 1: a) Laboratory bridge model                                 b) 3D FE bridge model. 

 

In the model the rigid connection are assumed since the joins are made with the rigid bolted 

connections. In the model the sliding moment free supports were used. 

 
Figure 2: Elements of the front frame.   

Front frame 

Rear frame 
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Figure 3: Elements of the rear frame.   

Dynamic analysis, i.e. eigenfrequencies and modes of vibrations were calculated for the 

loading case presented on Fig.1 (57N on all joints at the bottom of the front and rear frame).  

The analysis of the dynamic behavior of a structure was performed for cases where some of 

the diagonal elements in the structure were eliminated. Since diagonals are assembled of 

two L elements one was removed, i.e. rigidity of the diagonal was reduced to one half.  

Location of removed elements and calculated first natural frequencies for individual cases 

are presented in table 1.  

Table 1: 1
st
 natural frequencies for different “damage” cases 

Case Removed element 1
st
 eigenfrequency [Hz] 

0 none 43,27 

I B69 43,01 

II B69 + B70 42,74 

III B71 43,12 

IV B71 + B72 42,96 

V B71 + B72 + B69 42,71 

VI B69 + B70 + B71 + B72 42,45 

XIV B69+B70+B50+B57+B71+B72+B51+B58 41,71 

Even in the case when more than half diagonals have reduced stiffness to one half, the 

frequency is not changed significantly. From this numerical analysis we can conclude that 

conclusions on the possible structural damage based on the measurements of the global 

structure first natural frequency could be misleading. Even if the change of the cycle time 

would be determined, it would not be necessary the consequence of the rigidity change but 

could be caused by the temperature change. 

 

3. Experimental analysis  

On the model of the bridge measurements were performed for the case 0 (no-loose) and I 

(loose) from the table 1. Accelerometer was positioned on the middle of the bridge in 

vertical direction. The sampling rate was 5 kHZ and loading was induced with the sudden 

release of the 100N from the middle of the bridge model. Response is for both cases 

presented on Fig. 4. The 1
st
 natural frequencies determined by the FFT are 41,7 and 41,2 Hz 

for the case 0 and I respectively.  
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Figure 4: Measured response of the bridge model.    

Since the conclusion based on the time domain and FFT analysis is the same as conclusion 

based on numerical analysis we performed the wavelet analysis. We applied Daubechies 3 

kernels [4] and significant differences can be observed on the wavelet coefficient as 

presented for the third level coefficients on Fig. 5. 

    

Figure 5: Wavelet coefficient on third level.    

 

5. Conclusion 

On the space truss bridge model comparison of the un-damaged and damaged bridge 

response to the sudden load was performed. With the analysis in the time domain and with 

the FFT we can conclude that conclusions on the possible structural damage based on the 

measurements of the global structure first natural frequency could be misleading. Wavelet 

analysis enables to distinguish the differences in the responses. 
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Abstract. The tensile properties and reciprocating sliding wear behavior in a Ringer’s 
solution of Ti-6Al-4V alloy with fully lamellar, equiaxed and martensitic microstructures 

were examined with particular emphasis on identifying the damage mechanisms during 
frictional sliding. It was found that martensitic microstructure has a lowest elastic modulus, 

although its yield and ultimate tensile strength are similar to that of the equiaxed 

microstructure, exhibiting the highest values of all tensile properties. However, surface 
damage extent attributed to the predominant wear mechanism is strongly dependent on the 

microstructural features. The adhesive wear contributing to severe delamination is dominant 

in the lamellar microstructure with lowest tensile strength, while the martensitic 
microstructure is especially susceptible to oxidative wear and produces considerable amount 

of hard oxide debris that can score the surface. The extent of the surface damage is smallest 

for equiaxed microstructure in which the wear mechanism is mainly abrasive. This indicates 

that the martensitic microstructure attains a best combination of mechanical properties, 

while the equiaxed microstructure has superior frictional performance under investigated 

conditions.  

 

 

 

1. Introduction 

 

The Ti-6Al-4V alloy is presently most often used for biomedical applications because of its 

well balanced mechanical properties, corrosion resistance and biocompatibility [1,2]. 

However, relatively high elastic modulus, high friction coefficient and low wear resistance 

of this α+β titanium alloy might cause further bone degradation and orthopedic implant 
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failure due to the surface damage resulting in premature nucleation and subsequent 

propagation of fatigue cracks [2]. Therefore, it is important to reduce elastic modulus and 

improve tribological properties of this implant material. 

 

The alloy properties, including mechanical and wear properties, can be controlled by alloy 

microstructure. The microstructure of titanium alloys is sensitive on both thermomechanical 

processing and heat treatment, so it is possible to obtain a suitable microstructure for 

optimal mechanical and tribological performance. In this study, the various microstructures 

developed under different heat treatments of the Ti-6Al-4V alloy were correlated with its 

tensile properties and reciprocating sliding wear behavior in simulated physiological 

solution. The friction coefficients were estimated for different applied load/sliding speed 

combinations and worn surfaces were observed to identify the damage mechanisms. 

 

2. Material and experimental procedure 

 

The Ti-6Al-4V ELI (Extra Low Interstitial) alloy bars (diameter of 38 mm) supplied by 

Krupp VDM GmbH, Germany, were used as the initial material. Three different 

microstructures were obtained by holding at 1000 
o
C (above the β transus) and 750 

o
C 

(below the β transus) for 1h under the protective argon atmosphere, followed by water 

quenching (WQ) and/or furnace cooling (FC). Tensile tests were performed in an 

INSTRON 1255 servo-hydraulic MTS (Micro Tensile Specimen) machine in order to 

determine elastic modulus, E, yield strength (0.2 % proof stress), σ0.2, ultimate tensile 

strength, σUTS, and elongation to fracture, A, at room temperature. The tribological behavior 

was evaluated under linear-reciprocating sliding conditions using a ball-on-flat type CSM 

Nanotribometer in Ringer’s solution at room temperature. The tests were done against 1.5 

mm diameter alumina ball at different normal loads (100, 500 and 1000 mN) and sliding 

speeds (4 and 12 mm/s). All tests were conducted using a 0.5 mm stroke length for ·10
4
 

cycles. After the tests, the worn surfaces were characterized using a scanning electron 

microscope (SEM). 

 

3. Results and discussion 

 

The heat treatment conditions and resulting microstructural morphology along with tensile 

properties are given in Table 1. It can be seen that the microstructure and mechanical 

properties of Ti-6Al-4V ELI alloy vary considerably with solution treatment (ST) 

temperature and cooling rate. 

 

Table 1. Heat treatment conditions for studied alloy along with its microstructure and 

tensile properties. 

Heat 

treatment 
Microstructure 

E 

(GPa) 

σ0.2 

(MPa) 

σUTS 

(MPa) 

A 

(%) 

1000 
o
C/1h + WQ Martensitic 120.2 1002 1101 3.1 

1000 
o
C/1h + FC Fully lamellar 124.8 737 773 5.4 

750 
o
C/1h + FC Equiaxed 136.0 1063 1119 15.1 

 

When the alloy is subjected to water cooling from β phase field, the microstructure consists 

of almost complete acicular α' martensite identified in previous study [3]. In the FC 
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condition, alloy exhibits a two-phase (α+β) microstructure. The slow furnace cooling from 

β phase field leads to a fully lamellar microstructure comprising colonies of alternating 

laths of α and β phase. After furnace cooling from (α+β) phase field, microstructure 

consists of the equiaxed primary α phase and intergranular β phase.  

 

Among the three microstructures, the equiaxed microstructure has the highest values of all 

tensile properties. Compared to it, the martensitic microstructure shows similar yield and 

ultimate tensile strength. However, its elastic modulus and elongation values are much 

lower than those of the equiaxed microstructure. Moreover, the martensitic microstructure 

has the smallest modulus of elasticity and elongation among all three investigated 

microstructures. Its elastic modulus is comparable with that of the fully lamellar 

microstructure, having the lowest values of the yield and ultimate tensile strength with 

moderate elongation. Although the E value of martensitic microstructure is much higher 

than that of human bones (≈ 30 GPa), it is about 5 GPa and 16 GPa lower than those of 

lamellar and equiaxed microstructure, respectively, demonstrating that the Ti-6Al-4V ELI 

alloy rapidly cooled from β phase field has better biocompatibility. 

 

On the other hand, the equiaxed microstructure exhibits the best frictional behavior. 

Although the coefficient of friction (COF) for all microstructural morphologies decreases 

with applied load increase or sliding speed decrease, the Ti-6Al-4V ELI alloy furnace 

cooled from (α+β) phase field shows the lowest COF values (0.10-0.57) irrespective of  

load and speed. The lamellar microstructure provides comparable COF values (0.12-0.71), 

whereas the COF of martensitic microstructure varies from 0.13 to 1.79. The highest values 

(0.42-1.79) correspond to the lowest load (100 mN). At higher sliding speed, the difference 

in COF is much higher. The COF of equiaxed and lamellar microstructures is very close to 

0.60, while of martensitic microstructure increases to 1.79. At 500 mN, the COF values for 

both sliding speeds are significantly lower (0.12-0.27) and remain more or less the same 

(0.10-0.19) as load further increases. This behavior strongly implies that wear mechanisms 

for the investigated microstructures are different. 

 

The morphology of worn surfaces is shown in Fig. 1. The wear of the martensic 

microstructure is controlled by an oxidative mechanism. Its worn surface is characterized 

by the presence of cracking and plastically deformed grooves with considerable amount of 

hard oxide debris trapped within and around the contact region (Figs. 1a and d). With the 

increase in either load or speed, the intensity of the oxidative wear decreases. The wear 

mechanism is essentially abrasion, but the extent of plastic deformation is much smaller. 

Intense delamination in some regions suggests that adhesive wear also contributes to the 

total wear. The wear of lamellar microstructure occurs predominantly by adhesion (Fig. 

1b). Severe delamination can be easily detected on the worn surfaces. The wear tracks are 

rough with large grooves where material has been removed and some patches of transfer 

layer. At the lower load and speed, the presence of oxide debris is not observed. As the load 

or speed is increased, the occurrence of delamination is more prominent (Fig. 1e). The worn 

surface reveals the cracks in craters and fine debris accumulated at the edges of the wear 

track. The major damage mechanism in case of the equiaxed microstructure is abrasion. 

The wear track is surrounded by an accumulation of oxide debris scoring the surface (Fig. 

1c), but the severity of the abrasion is much lesser as compared to the martensitic 

microstructure. As the load and speed are increased, the contribution of delamination 

increases while the amount of debris tends to be reduced (Fig. 1f). 
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Martensitic Fully lamellar Equiaxed 

 
(a) 

 
(b) 

 
(b) 

 
(d) 

 
(e) 

 
(f) 

Figure 1. SEM micrographs of Ti-6Al-4V ELI worn surfaces tested at 100 mN and 4 mm/s 

(a-d) or 12 mm/s (e, f). 

 

4. Conclusions 

 

The mechanical properties, tribological behavior in Ringer’s solution and resulting damage 

extent of Ti-6Al-4V ELI alloy are strongly dependent on the microstructural morphology. 

The fully martensitic microstructure possesses the best tensile strength/elastic modulus 

combination and biocompatibility among the investigated microstructures. However, the 

equiaxed and fully lamellar microstructures show the better frictional properties and smaller 

surface damage extent, particularly at low applied load and sliding speed. Under the present 

experimental conditions, the best frictional performance is obtained for the equiaxed 

microstructure. The observed behavior can be explained by different damage mechanisms. 
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Abstract. The present work aims at studying the transition from a non local damage model 
to a cohesive zone model. An analytical one-dimensional study is first carried out (on a bar 
submitted to tensile loading) in order to identify a set of cohesive laws that enable to switch 
from a localized solution obtained with the continuous gradient damage model to cohesive 
crack opening. These interface laws are constructed so that energetic equivalence between 
both model remains ensured whatever the damage level reached when switching. The 
strategy is then extended to the bi-dimensional (and tri-dimensional) case of rectilinear (and 
plane) crack propagation under mode I loading conditions, in a finite element framework.  

 
 
 

1. Introduction 
 
Continuum damage mechanics (CDM) [3] is now a common computational framework 
used by engineers to describe fracture of quasi-brittle materials, especially in structural 
analysis for civil engineering, with materials such as concrete. Strain-softening damage 
constitutive laws are known to lead to pathological mesh sensitivity that can be overcome 
by means of regularization techniques such as non local formulations. In the present work 
we focus on a gradient damage model [5] (in which the gradient of damage is considered as 
an additional state variable). Finite element (FE) analysis performed with such non local 
damage models provide satisfactory results, but can still be improved in several ways, in 
particular at the late stage of damage growth when material separation is supposed to occur. 
The aim of this work is then to develop a strategy that enables to switch before complete 
damage from a continuous to a discrete failure model, by combining a gradient damage 
model and a cohesive zone model [1] (CZM) in the same FE framework. 
 

2. Gradient damage model 
 
The gradient damage model proposed in [5] is here briefly recalled. The material state is 
defined by the strain tensor ε  and a scalar damage variabled , and the stress – strain 
relation is brittle elastic, where the damage progressively weakens the initial stiffness: 

 ( ) :A d=σ E ε . (1) 
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The stress is denoted σ , E  is Hooke’s tensor, and 0 ( ) 1A d≤ ≤  is the stiffness function. In 

particular, 0d =  corresponds to the sound material and 1d =  corresponds to the ultimate 
damage state: (0) 1A = , (1) 0A = . The damage driving force derives from the elastic energy 

which reads: 

 
1

( )
2

Y A a′= − ε : E : ε . (2) 

In order to control the localisation of strain and damage, the damage Laplacian 2d∇  is 
introduced into the yield function f : 

 ( )2 2,f Y d Y c d k∇ = + ∇ − . (3) 

where 0k >  is a yield threshold, and 0c >  a parameter which governs the intensity of the 
non local term. The Kuhn – Tucker consistency condition takes its usual form: 

 0 ;   0 ;   0f d d f≤ ≥ =ɺ ɺ . (4) 

 

3. One-dimensional analytical study 
 
In this section we consider a brittle one-dimensional bar of length 2L, submitted to a tensile 
displacement at its both extremitiesx L= ± , and we focus on the inhomogeneous 
symmetrical solution where damage localizes at the centre of the bar (see Fig. 1).  
 

 
(a) 

 
(b) 

Figure 1. (a) equivalence between non local CDM and CZM, (b) .switching from CDM to CZM 
 
A closed-form solution proposed in [4] is available for the gradient damage model when the 
width of the localization band 2b (see Fig. 1 again) is an increasing function of the load 
parameter. This condition is satisfied with the following expression of stiffness function: 

 
2

1
( ) ;   2.8

1

d
A d

d
γ

γ
 −= ≥ + 

. (5) 
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3.1. Identification of an equivalent cohesive law 
 
Starting from this closed-form solution, we first want to identify an equivalent cohesive law 
in the sense that it provides the same stress – displacement global response as the one 
obtained by means of the gradient damage model. In that case (see Fig. 1a), we consider the 
same bar with a linear elastic material behavior, and a potential displacement discontinuity 
(punctual cohesive interface) located on its center (corresponding to the center of the 
localization band of the damageable bar). Let us call UCDM and UCZM the prescribed 
displacements at the abscissa x L=  respectively for the non local and the cohesive 
approaches: 

 
0

d

( ( ))

L
CDM x

U
E A d x

σ= ∫ ;  
2

EQU
CZMU L

E

δ σ− =  (6) 

where δEQU denotes the displacement jump at x = 0. The load level is then parameterised by 
the homogeneous stress σ, which decreases from its elastic yield value σy to 0. By 
enforcing the equality between UCDM and UCZM at each σ , one can extract the expression of 
the displacement jump δEQU(σ) of the equivalent cohesive law: 

 ,   CDM CZMU Uσ∀ =   ⇒   
0

2 d
( )

( ( ))

b
EQU x

b
E A d x

σδ σ
 

= − 
 
∫  (7) 

with b the half width of the localization band. 
 

3.2. Switching from damage growth to cohesive crack opening 
 
From now on we only consider the damageable bar, where material degradation is 
described through the gradient damage model until the top damage value at the center of the 
localization band reaches an arbitrary critical value denoted dcr. (corresponding to the 
instant tcr). At this stage, we switch from a continuous to a discontinuous failure 
representation by inserting a cohesive interface at the center of the localization band. When 
the cohesive interface is activated, the bar becomes elastic while maintaining the 
inhomogeneous stiffness distribution related to the “critical” damage field ( )

crtd x . 

In order to preserve the energetic equivalence with the stand-alone gradient damage model, 
the same strategy than in Eq. (7) is applied. The notation Ut

CDM is preserved to denote the 
prescribed displacement for the non local approach at time t, while Ut

SWI designates the 
prescribed displacement at time t > tcr once the transition has been triggered (where 
exponent “SWI” refers to “switch”). These two quantities read: 

 
0

d
,   

( ( ))

L
CDM t
t

t

x
t U

E A d x

σ
∀ = ∫  (8) 

 
0

d
,   

2 ( ( ))
cr

LSWI
SWI t t

cr t
t

x
t t U

E A d x

δ σ
∀ > − = ∫  (9) 

After some calculation, the expression of the “switch” displacement jump reads: 
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0

2 d
,   ( ) ( )

( ( ))

tcr

cr

cr

b

SWI EQU t
cr t t t

t

x
t t b

E A d x

σδ σ δ σ
 
 ∀ > = − −
 
 
∫  (10) 

with 
crtb  the half width of the localization band when switching. Eq. (10) indicates that the 

equivalent cohesive law δEQU(σ) is a master curve from which one can compute any 
cohesive law δSWI(σ) allowing to switch from CDM to CZM at an arbitrary critical damage 
value (0)

crcr td d= . Moreover, the corrective term in Eq. (10) is a linear function of the 

stress. 
 

4. Extension to 2D/3D crack propagation in a FE framework 
 
Under restrictive hypothesis such as straight (or plane) crack propagation under mode I 
loading conditions, the preliminary one-dimensional results related to the tensile bar can be 
extended as in [2] to a bi-dimensional (or tri-dimensional) FE context. This extension has 
been implemented in the case of postulated crack paths, allowing thus to take into account 
the cohesive interface into the discretisation (at the center of the expected localization band) 
prior to the FE computation. At the beginning of the computation, the interface is 
maintained in perfect adherence, and cohesive elements are gradually activated at the end 
of each converged time step as damage reaches a critical value at the center of the 
localization band. The mode I decohesion law of each activated cohesive integration point 
is then calculated according to Eq. (10). FE computations have been conducted with 
Code_Aster [6], an open source FE software. 
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Abstract. This paper addresses progressive fatigue damage accumulation in copper 

metallizations and solder interconnects in electronic systems due to thermal and mechanical 

cyclic loading.  A simple nonlinear continuum damage mechanics approach is presented, to 
capture the finite time for damage growth and propagation before final failure.  The method 

uses either energy-based or strain based damage metrics to model incremental damage 

growth, and can be easily implemented within the context of conventional finite element 
analyses.  Two examples are presented.  The first example consists of fatigue failures in 

copper traces of leadless quad flatpack (QFN) components due to mechanical cycling of 

circuit card assemblies.  The mechanical cycling can be due to quasi-static flexure or due to 
vibration or repeated shock/drop.  The failure site is usually in the copper traces, at the outer 

edge of solder interconnects. The second example consists of fatigue failures in solder joints 

of chip-scale ball grid array (BGA) components due to cyclic thermomechanical stresses 
caused by temperature cycling.   

1. Introduction  

This paper addresses cyclic fatigue failures in electronic systems due to quasi-static 

mechanical or temperature cycling.  The time required for progressive fatigue damage 

accumulation is important because of the opportunity it provides for early warning 

prognostics before catastrophic failure.  Hence it is important to have design tools that can 

use simple methods to estimate the damage propagation period.  This paper reports the use 

of simple incremental continuum methods to model nonlinear fatigue damage propagation. 

2. Approach 

Consistent with classical continuum damage mechanics concepts, an isotropic scalar 

state function D(x) is used to represent the state of accumulated damage at location x.  The 

cyclic evolution dD/dN, is a function of the loading history at location x.  The loading 

history is quantified in terms of either the cyclic range of von Mises’ strain ∆ε(x) or stress 

∆σ(x) or the density of cyclic inelastic work dissipation ∆W(x).  The first example below 

uses ∆ε(x) while the second example uses ∆W(x).  The cumulative damage is then 

determined by integrating dD/dN over the cyclic loading history at the failure site.   

Cyclic fatigue in ductile materials causes localization of distributed damage at regions 

of local stress concentration, and redistributes the stress distributions because of local 

softening and consequent loss of load-carrying capability.  In this paper we use finite 

element analysis (FEA) to determine the history of the local stress and strain distributions 

for estimating the monotonic damage evolution.  In the finite element context, this is 

captured through an incremental nonlinear analysis scheme where the material properties of 

each element are updated as a function of the cumulative damage value in the element.  The 
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algorithm is applied in a piece-wise linear manner, to reduce the computational burden.  

Each element ‘fails’ when stiffness→0, as D→1.  As critical elements ‘die’, ultimately the 

structure becomes mechanically unstable, leading to final failure.   

3. Results: 

We present 2 examples of this incremental damage propagation approach below, to 

address cyclic fatigue failures in electronic products.  The first example addresses copper 

trace fatigue failures on printed wiring boards (PWBs) that are subjected to mechanical 

cycling.  The second example deals with temperature cycling failure in the solder 

interconnect of surface mount area-array electronic assemblies.  The fatigue process is 

dominated by cyclic plastic deformations in the first example and by cyclic creep 

deformations in the second. 

3.1. Example 1: PWB Copper Trace Fatigue under Quasi-static Cycling 

Figure 1 shows a PWB with 12 surface mount components, subjected to 3-point, 

cyclic, zero-to-max bending.  The components and the PWB are daisy-chained so the 

electrical continuity can be monitored in real time during the cyclic testing.  The copper 

pads containing the solder pads of this component experience large local stress 

concentrations.  Fatigue cracks initiate and propagate to final failure in the copper trace, at 

the edge of the solder pad.  Failure is defined by loss of electrical continuity.  Data is 

collected from different cyclic amplitudes and described by Weibull distributions.   

 
Figure 1: 3-Point cyclic bend tests for copper trace fatigue failures 

In view of the symmetries of the setup, only one periodic strip of the PWB is modeled 

with FEA, as shown in Figure 2. In view of the geometric complexity, a multi-scale 

(global-local) modeling strategy is used to extract the strain and stress histories at the 

failure site shown in Figure 1 (in the copper stress at the edge of the solder joint).   

 

 

 

 

 

 

 

 

Figure 2: Multi-scale finite element model of test setup and local stress state at the 

failure site in the copper trace 
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To estimate the resulting dD/dN, we modify the generalized Coffin-Manson [1] 

damage model here.  This model expresses dD/dN in terms of the cyclic range of the von 

Mises’ strain (∆ε) when the loading is completely reversed.  When there are non-zero 

means stresses, the cyclic mean of the hydrostatic stress is also included in the damage 

model, as shown below in Equation (1).  There are 7 model constants (material properties) 

in this model.  Details can be found in Ref [2]. 

   (1) 

 
Figure 3. Damage zone propagating through cross section of the copper trace. 

The damage propagation curve, using this incremental scheme is shown in Figure 3. 

The damage zone stably grows through about 5/6 of the cross-section, as characterized by 

the rising slope.  At this point the remaining cross-section becomes unstable resulting in 

catastrophic failure.  This gives us an expression for final failure in terms of the model 

constants in Eqn (1). By equating this expression to final measured failure for a series of 

fatigue tests, we are able to extract the best-fit model constants.  The resulting fatigue S-N 

curves and the fit quality are shown in Figure 4.   

 

 

 

 

 

 

 

 

 

Figure 4. Extracted fatigue curves for copper and quality of model fit to test data 

3.2 Example 2: Solder joint fatigue in BGA assemblies under temperature cycling:  

In this example, we consider the thermal cycling durability of ball grid array (BGA) 

assemblies with 256 I/O solder joints each.  Since solder is a viscoplastic material, we 

model it with a partitioned constitutive model so that the total von Mises’ strain is a sum of 

the elastic, plastic and creep contributions. As shown in Eqn (2), the plastic deformations 

are modeled with a Ramberg-Osgood Power-law and the creep deformations are modeled 

with the Garofalo secondary creep model.  Model constants may be found in ref [4]. 

pn

PPC     )exp())(sinh(
RT

Q
A

dt

d
cnsc  

    (2) 

The temperature cycles generate cyclic stress strain histories within each solder joint 

because of the thermal expansion mismatches between the component and the PWB.  The 

damage evolution model in this example partitions the cyclic work density into its plastic 
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and creep contributions, as shown in Eqn (3) [3].  The energy densities are obtained from 

FEA or similar analysis.  Here the cyclic energy densities are: Ue for elastic, Wp for plastic 

and Wc for creep deformations.   The model constants are material properties [4]. 
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Figure 5.  Quarter-symmetry FEA model of BGA256, and progressive damage evolution in 

critical solder joint, under temperature cycling 

The quarter-symmetry FEA model for the BGA is shown in Figure 5.  The work 

densities are monitored at the critical region of the critical joint (at outer corner of die foot-

print), and used to estimate the damage accumulation rate dD/dN per thermal cycle. The 

successive damage propagation analysis then follows an incremental scheme, similar to that 

described above in Example 1.  Figure 5 also shows the results of this successive damage 

propagation analysis and shows three snapshots during the evolution of the fatigue damage 

zone (fatigue “crack”) through the top region of the critical solder ball from the beginning 

until final failure of the joint.  Details of this study can be found in the literature [4] 

4. Summary and Conclusions 

This study has presented two examples of the use of progressive damage modeling 

concepts for computational estimates of cyclic fatigue damage in electronic assemblies.  

The method uses simple concept in continuum damage mechanics and is implemented in a 

computational framework since it involves incremental nonlinear analysis of complex 

geometries in our examples.  The results are most useful since they allow us to separately 

model the initiation phase and propagation of cyclic fatigue damage in complex structures.  

This type of propagation analysis can also provide valuable clues regarding the best 

windows for detecting early-warning signatures of impending failure, for prognostic and 

health management purposes. 
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Abstract. Thin films, coatings and multi-layered samples, which are made of different 
materials, are used for various purposes, like for thermo insulating coatings that are applied 

in thermal power plants turbines. The brittle coatings that operate in conditions of the 

elevated temperatures and high heat exchange are prone to delamination. In layers made of 
different materials, due to the environmental temperature change, appear thermal stresses as 

a consequence of a difference in their thermal expansion coefficients.  

In this paper are considered driving forces that are causing the interfacial fracture in the 
two-layered bimaterial sample, when the external surfaces temperatures are different. 

Analysis in this paper is limited to consideration that the two-layered bimaterial sample is 

exposed to the stationary temperature field. In this case, the interfacial fracture driving force 

is the energy release rate G. The variation of energy release rate with temperature load is 

determined and it is noticed that it has a tendency to increase with increase of the 

temperature difference. This relation can be used for predicting the maximal temperature 
difference which the two-layered sample can withstand without delamination. 

 

1. Introduction  

 

In layers made of different materials, during the environmental temperature change, appear 

thermal stresses, which are the result of difference in the thermal expansion coefficients [1-

3]. Those stresses are causing the appearance of an interfacial crack. When such a crack is 

formed, the energy release rate, which is the driving force for the crack propagation, 

depends on intensities of stresses in both layers. If one assumes that the layers were made 

of the elastic isotropic materials, the stresses would depend on the elastic and thermal 

characteristics of the layers' materials, as well as on the temperature variations, [4]. The 

driving force of the interfacial fracture, in this case, is the energy release rate G. 

 

2. Problem formulation 

 

Let 2a be the length of a crack under plane strain conditions, which is located at a distance 

H1 from the upper surface and at a distance H2 from the bottom surface of infinitely large 

two-layer plate of thickness H=H1+H2, as shown in Figure 1.  

The upper surface of the sample is exposed to a uniform temperature T1 and the lower 

surface to temperature T2. This means that the crack is opened. TA and TB are the 

temperatures at the upper and lower surface of crack. The two-layer sample has 

homogeneous characteristics and it is orthotropic with respect to the (x, y, z) axes.  

The idea of this analysis is to determine the boundaries for which the crack is long enough 

that the temperature and stress distribution ahead of the crack tip depend only on z. By 
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determining this dependence, one can calculate the energy release rate and stress intensity 

factor by application of the linear elastic fracture mechanics concept to interfacial fracture. 

  
Figure 1. The two-layer sample with a crack under thermal loading. 

 

In areas of the two-layer sample far ahead of the crack tip, the temperature distribution 

within each layer is linear in z. The temperature jump across the crack is given by: 

 1 2

1
A B

i

T T
T T

B
,                                                                                    (1) 

where: /i c zB Hh k , hc is the conductivity across the interface and kz is thermal 

conductivity of the body in the z direction. The dimensionless Biot number, Bi, controls the 

heat flow through crack surface. When Bi=0, the crack is perfectly insulated so that TA=T1 

and TB=T2. When Bi tends to infinity, the crack does not interrupt the heat flow. 

Based on [5], the energy release rate for the problem shown in Figure 1 can be written as: 
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In order to eliminate the Biot's number, as an unknown from equation (2) the relationship is 

used between the energy release rate, G, and the size of the crack opening, δ. If the sample 

is isotropic i.e. λ=ρ=1, eliminating Bi in (2) results in relation between the energy release 

rate, G and the temperature loading, (T1-T2), as: 
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where kg is the conductivity of the gas.  
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3. Results and discussion 

 

The energy release rate curves as functions of the crack distance from the upper sample 

surface, based on equation (2), for different values of Bi are shown in Figure 2. Diagrams 

were obtained with the help of the programming package Mathematica
®
, and for the case of 

an isotropic sample. Figure 3 shows results for the mode mixity that does not depend on the 

Biot's number, for T1>T2. 

 

                      

Figure 2. Dependence of the energy release rate on the crack       Figure 3. Dependence of the mode mixity on the 
distance from the upper sample surface for different values          crack distance from the upper sample surface 

different values of Bi.  

As shown in Figure 3, the crack tip is opened with a positive stress intensity factor for 

Mode I, as long as the crack is above or in the middle of the sample. Crack tip is closed in 

terms of pure Mode II, when the crack is below the mid-thickness of the sample, i.e. when 

H1/H>0.5.  

Figure 2 shows that the highest value of the energy release rate is for a crack located at 

approximately one fifth of the sample thickness, i.e. for H1/H=0.211, what means that it is 

the most likely that at this distance lies the crack, which causes the sample delamination.  

Figure 4 shows the dependence of the energy release rate, G, on the temperature loading T1-

T2 for H1/H=0.211, and different values of Bi. 

As shown in Figure 4, an important role in heat flow through the crack plays the Biot's 

number, Bi. At temperatures below 1500K, the dominant mechanism of heat transfer 

through the crack is due to gaseous transport. Approximate formula for Bi, when the size of 

the crack opening δ, is larger than 0.1μm, is /i z gB k H k , where kg is the gas 

conductivity. From Figure 4, follows that for large values of the Biot's number, the energy 

release rate G has a relatively lower value, which means that the crack opening is small. On 

the other hand, when Bi is small, the energy release rate will be large, as well as the crack 

opening, i.e. crack is completely and totally isolated, and as such is suitable for 

delamination of the sample if the temperature gradient is sufficiently large. 

The relationship between the energy release rate and the temperature loading is shown in 

Figure 5, for three different values of kg for an isotropic sample. The crack length 2a is 

equal to the thickness of the sample H. A surprising feature of these curves is that when 

once the threshold of (T1-T2) is reached, the energy release rate below it becomes zero, 

while for a very small increase in (T1-T2), the energy release rate becomes large very 

quickly. 

In Figure 5 is shown that with increasing temperature on the crack the threshold of the 

temperature difference also increases, while kg increases with temperature. If the threshold 

exceeds the temperature difference, to which the sample is exposed, delamination of the 

sample should not be expected. Heat flow through the crack can be significant and the 
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assumption of a perfectly isolated crack would be wrong. Another loading, causing a 

significant crack opening, would further reduce the heat transfer through the crack. 

 

                   
Figure 4. Dependence of the energy release rate on the           Figure 5. Dependence of the energy release rate on 

temperature loading for different values of Bi.                           the temperature loading for different values of the                                                                                                      

                                                                                                     sample thickness. 

4. Conclusion 

 

In this paper is presented the theoretical basis for determining the driving forces of interface 

fracture in a two-layer bimaterial specimen under conditions when the temperatures of the 

outer surface layers are different. The analysis in this paper is limited to the fact that the 

two-layer bimaterial sample is exposed to a stationary temperature field. The driving force 

of the interfacial fracture, in this case, is the energy release rate G. It is determined as a 

function of the temperature loading. It was noticed that the energy release rate tends to 

increase with increasing temperature difference. This relation can be used to predict the 

maximum temperature differences the two-layer sample can sustain without delamination. 

For future analysis remains the case when the two-layer bimaterial sample is subjected to 

unsteady temperature field. 
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ABSTRACT: The rapid development of computer technology, which marked the last two 
decades has brought about real solutions to problems are increasingly demanding in terms of 
numerical simulations. With proper application of numerical methods is possible to reduce 
the cost and time required to develope new or to monitor the integrity of existing products in 
the real exploitation conditions. The basic dependences between the geometric and physical 
variables in the theory of thin plates, consists mainly in setting up links between the state of 
stress and strain and external load, which is described by differential equations, ordinary or 
partial. In the case of complex and large construction systems exposed to arbitrary loads, 
including complex boundary conditions, solving differential equations by analytic methods 
is very difficult or impossible. Then the solution requires using numerical methods, most 
often, using finite element method (FEM). This paper considers the finite element modelling 
to evaluate fracture behaviour of cracked thin-walled structural components. To determine 
stress intensity factors (SIF`s) of cracked thin-walled stiffened panels singular finite 
elements are used. The effects of the stiffeners on SIF`s is considered. 

 
 

1. Introduction  
 
Structural components that form part of a structure are, in most cases, of complex geome-
tric shapes. Examinations have shown that, in places where cross section decreases, the 
stress increase. This phenomenon is called the stress concentration. The presence of cracks 
in a material generally reduces the static strength of the material because the stress and 
strain are highly magnified at the crack tip [2]. Parameters deduced from linear fracture 
mechanics (LEFM) can be used to determine the stress and strain magnification at the crack 
tip. These parameters, the stress intensity factor (SIF), incorporate applied stress levels, 
geometry and crack size in a systematic manner and may be evaluated from the elastic 
stress analysis of cracked structures [3-6, 8].  

A new concept, called the damage tolerance approach, based on the principles of fracture 
mechanics, is to assume the initial damages in the critical zones of the elements, which can 
lead to structural failure during the planned life. In this paper special attention is paid to 
analysis of real structural elements with damages in form of initial cracks. For that purpose 
cracked stiffened panel, represent aircraft wing structure, is considered using singular finite 
elements.   
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2. Determination of Stress Intensity Factors Using Finite Elements 
 
In this paper for the modelling the continuum in plane condition of stress and strain, where 
plates belong too, are used special singular 2D finite elements. Special singular 2D finite 
elements are provided in the top of the crack, singular strain. We get extremely accurate 
results with relatively coarse finite element mesh around the tip of cracks. 

In order to represent point singularities, the quadrilateral must be degenerated into a 
triangle. This is done by coalescing grids 1,4 and 8 as can be done for standard 8-node 
isoparametric elements and is schematically in Fig. 2.1. Barsoum, [2] also showed that a 
triangular quarter-point element, which is shown in Fig. 2.1, exhibits the r-1/2 singularity 
both on the boundary of the element and the interior. In this work the 6-node, quarter-point 
triangular element, which degenerated from 8-node quadrilateral element, is used around 
crack tip.  

Figure 2.1 Quadrilateral isoparametric and collapsed quarter point 2D finite element 

The finite element, which approximates the displacement field, must have nodes lying in 
the xy plane with displacements having components in the direction of x and y axis. 
Interpolation of geometty can be written in the folowing form, [1,2]. 
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where hi  is interpolation matrix or shape function and xi and yi are coordinates, respectively, 
at the point i in the element. Thus, the displacement field of points can be defined by a 
vector field, [1], in the following way: 
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Once a finite element solution has been obtained, the values of the stress intensity factor 
(SIF) can be extracted from it. Three approaches to the calculation of SIF can be used: the 
direct method, the indirect method and J-integral method. In this study the indirect method 
has been selected. In this method the values of stress intensity factors are calculated using 
the nodal displacements in the element around crack tip. The displacements can be 
expressed in terms of the nodal displacements A, B and C, Fig. 2.2. 
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Whan r  becomes small, the stress intensity factors can be obtained by comparing the r  
in corresonding equations. Based on the results of displacements obtained using the FEM, 
one can determine the stress intensity factors                       
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Figure 2.2. Element nodes along crack surface 
 
 

The authors have performed a number of testing the accuracy of this singular finite element 
analysis and with other available solutions.Obtained a remarkable accuracy of the finite 
element and with a relatively coarse finite element mesh in the zone of damage.  
 
3. Numerical results 
 
To illustrate computation procedure for determination the parameters of fracture mechanics, 
based on FEM, here is considered cracked stiffened panel subject to tensile load, Fig. 3.1. 
This panel is representative of aircraft wing tip structures. Here is considered simplified 
cracked wing skin panel between two stringers. The effects of these stringers on SIF`s are 
considered using singular finite elements.   

 2h = 345 mm 
2b=155.7 mm 
t= 0.6 mm 
2a= 6.35 mm 
σ= 700.35 daN/cm2  
 
 
Fig.  3.1  A Cracked stiffened panel    

Graphical illustrations of stress distributions of un-stiffened and stiffened panels using 
singular finite elements are given in Fig. 3.2. As siffener in this analysis are used two L-
type profile as shown in Figure 3.1. The analysis carried out using a special 6-node singular 
finite elements, as described in paragraph 2 of this paper. 

In Table 3.1 are given comparisons presented finite element and analytical results of SIF`s 
for the stiffened panel of wing skin, defined in Figure 3.1. 

Table 3.1: Comparisons finite element and  analytic SIF results for cracked panel 
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a) b) 
Fig.  3.2  Von Mises stresses distributions around the crack of un-stiffened panel  (a) and stiffened panel (b) 

The effects of the stiffeners on the stress intensity factors is evident, Table 3.1. Good 
agreement between finite element with analytic solutions is obtained. 
 
4   Conclusion 
  
This paper presents the finite element formulation to evaluate fracture behavior of cracked 
thin-walled structural components. Singular finite elements are used for modeling of 
cracked thin-walled structures Here is shown that the finite elements can to solve very 
complex thin-walled problems in fracture mechanics. Good agreement between present 
computation SIF`s using singular finite elements and analytic solution is obtained. Based 
on the obtained data for singular displacement at the crack tip, the stress intensity factor 
with sufficient accuracy can be determined. 
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Abstract. This contribution outlines a non-classical scale transition framework, called 
“Morphological Approach” (MA), specially designed for modelling non-linear behaviour of 
highly-filled particulate composites as e.g. propellant-like materials. The advances 
concerning finite strain behaviour of the sound material and the most recent developments 
incorporating progressive microstructural damage by interface debonding are emphasized. 
Some numerical examples are set out. Damage phenomena are being managed through a 
discret numerical solving procedure for the global and local levels. The corresponding 
procedure accounts for the sequence of damage events, i.e. for discrete damage evolution 
relative to nucleation/closure/reopening... of interfacial defects depending on a loading path 
and on local morphology. The homogenized response is discussed with special attention 
paid on the evolution of damage-induced anisotropy and unilateral effects involved. 

 

1. Introduction 
 
The multi-scale “Morphological Approach” (MA) under consideration is a non-classical 
scale transition methodology specially designed for modelling non-linear behaviour of 
highly-filled particulate composites. These materials, including propellant-like and other 
energetic composites present a complex behaviour coupling strong non-linearities as finite 
strain viscoelasticity and interface debonding. The multiscale modelling challenges in this 
context concern the high volume fraction of charges (particles) and their complex 
interactions conveyed through the scanty matrix phase (≈ 30% of total volume). These 
interactions generate strong field heterogeneity in the matrix (usually softer than the grains) 
that influences strongly interfacial debonding events. Even for the sound material, the local 
field fluctuations impress much upon the global non-linear response. The inability of 
classical mean field approaches to capture complex interaction effects before and during 
deterioration process in energetic materials is confirmed by several authors (see e.g.  [1]). 
The internal viscoelastic interactions mentioned above – delayed in time, expanding in 
space – lead to the remarkable global consequence named the “long range memory effect”, 
described first by Suquet  [2]. A number of micromechanical studies dealing with 
viscoelastic and/or elastic-viscoplastic heterogeneous materials were deficient in this 
regard, carrying concentration equations expressing merely elastic intergranular 
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interactions. This deficiency was first recognized at the beginning of the nineties  [3] but 
even recent contributions regarding solid propellant materials find it difficult to respect 
long memory effects while acknowledging their importance  [4]. The MA approach, 
developed throughout the past decade, is an alternative to the Eshelby inclusion-based 
micromechanics methods for the energetic composites. Its purpose is to provide reliable 
thermomechanical data required by reactive models. The work presented here focuses on 
the modelling of damage consisting, under quasi-static loadings, in grain/matrix debonding 
(dewetting). The specificity of the approach lies notably in an explicit upstream geometrical 
schematization of the real microstructure. Furthermore, a coupling between this 
geometrical/morphological insight and a local kinematics is postulated. These ingredients 
are largely connected with the work by Christoffersen  [5] for sound, elastic, “bonded 
granulates”. The label MA concerns the further non-linear developments, including 
damage, made by some of the present authors [6-9]. In the following, some selected aspects 
of the MA modelling are considered: 
(i) Section 2 recalls briefly the theoretical background, detailed in [6,9], concerning direct 
geometrical and kinematical schematization of the microstructure for the sound and 
damaged material and outlines basic steps of the localization-homogenization problem. The 
complementary analysis relevant to damage by interfacial debonding is outlined. The 
evolution of damage configuration on the local level and its connection to global damage 
parameters is sketched. This brief synthesis concerns the simplified context of isotropic, 
linear, elastic constituents and linearized deformation framework. The long memory effect 
in the context of viscoelastic interactions between a matrix and charge particles was studied 
within the MA framework in  [6]. 
(ii) In Section 3, some results of numerical simulations for a specific global loading path 
regarding an aggregate volume containing 400 grains and involving defect nucleation and 
closure events on interfaces are shown and shortly commented. A discrete numerical 
solving procedure works on the global and local levels. The procedure accounts for the 
sequence of events, i.e. for discrete damage evolution due to nucleation, possible 
closure/reopening, etc. of defects, as depending on the loading path and on local 
morphology. The homogenized response is shown, with special attention paid on the global 
stiffness recovery (unilateral effect connected to damage deactivation). The capability of 
the MA to give access to the position and morphology of defects is commented (it is 
illustrated and discussed in oral presentation). 
 

2. Microstructure schematization and local problem: sound vs. damaged material. 
 
The initial random microstructure of a particulate composite is represented by an aggregate 
of polyhedral grains interconnected by thin matrix layers. For each layer α, a set of 
morphological parameters is identified: thickness, projected area, vector linking centroids 
of the polyhedra separated by a layer, unit normal vector to the interface grain/layer α. The 
direct and explicit character of the schematization at stake is to be stressed as it 
differentiates the MA from the Eshelby-based self-consistent-like estimates. Within the 
schematized “representative volume”, kinematical assumptions are made regarding the 
local displacement pattern. Here, for simplicity, they are summarized within the linearized 
deformation (small strain) context. While the grain centroids are displaced so as to conform 
to global displacement gradient, the grains are supposed homogeneously deformed and the 
corresponding displacement gradient assumed identical for all grains. Each interconnecting 
layer is subjected to its proper homogeneous deformation, some local disturbances near 
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grain edges are being neglected. A specific consistency relationship governs interactions 
within the so defined aggregate according to Christoffersen  [5], see also  [6]. The interfacial 
defects and relative displacement  jumps have been incorporated by Nadot et al.  [6] in a 
compatible way with the kinematical framework above. It is shown that the displacement 
discontinuity vectors across debonded interfaces are necessarily affine functions of the 
spatial coordinates. On a given facet of a grain there is either decohesion everywhere or no 
decohesion. Moreover, there is a simultaneous double decohesion on both parallel 
interfaces of adjacent grains. A particular supplementary displacement gradient-like term 
represents the specific contribution of two interfacial defects located at the interfaces of the 
debonded layer α considered. The compatibility between local motion defined above and 
the global motion, described by a given displacement gradient including now the 
contribution of defects, is ensured through a generalized consistency relationship to be 
satisfied by morphological parameters, see  [6]. For a given number of open and/or closed 
defects, a specific form of the generalized Hill lemma – including the discontinuities – is 
obtained. Employing the local constitutive laws for the grains and the matrix and using 
possibly some simplifying hypotheses, e.g. infinite friction coefficient presumed tentatively 
on closed defect lips, the solving procedure for the local incremental problem is set off. A 
complementary stage, depending on the local behaviour of constituents, is required to 
identify some of the damage-induced local quantities. Thanks to its explicit schematization 
of the real microstructure, notably of the grain/matrix interfaces, in addition to the 
accessibility to an estimate of local fields, the MA allows damage evolution at the local 
scale (that of the constituents) to be treated. This direct, discrete modelling is put forward 
considering the sequence of discrete interfacial local damage events. Two criteria are 
formulated, see [9]. The first one concerns the nucleation of defects while the second one is 
a closure criterion, thus allowing describing the evolution of damage configuration, i.e. the 
respective proportion of open and closed defects for a given total number of defects. 
 

3. Numerical illustration: tension / compression – like loading path 
 
The composite studied is constituted of 400 polyhedral grains embedded in a matrix 
occupying 25 per cent of the total volume. The composite is subjected first to tension and 
then to compression. Fig. 1 presents the evolution of the homogenized stress Σ11 with 
macroscopic axial strain E11. The progressive nucleation of defects with normal very close 
to 1 takes place between markers (2) and (4). The response becomes non linear with 
progressive softening. The stage between (4) and (5) corresponds to the unloading. The 
slope of the homogenized axial response is different from that of the loading confirming the 
degradation of the axial modulus. At point (5), all the defects close simultaneously leading 
to the instantaneous recovery of axial stiffness. This result illustrates the ability of the MA 
to deal with unilateral effects. Between (5) and (6), the homogenized response to the 
compressive loading is linear with a slope equal to the initial one. When pursuing the 
compression (6−7), defects normal to the transverse directions are progressively nucleated. 
 

4. Concluding remarks 
 
A scale transition method devoted to highly-filled particulate composites has been 
presented. It is particularly suitable for high grain concentration and allows an estimate of 
local fields to be made in addition to that of the homogenized response. In particular, the 
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estimated strain field in the matrix is not only influenced by global, but also, by local 
morphology and interfacial defects. Such heterogeneity in the matrix, governed by local 
morphology, is taken into account in the homogenized behaviour estimate. This feature is 
not captured by more classical homogenization techniques. The numerical simulation of a 
specific loading path (tension-compression) illustrates the non-linear response, followed by 
a softening phase, as well as the defect activation / deactivation phenomenon.  
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Figure 1.  Loading path and homogenized Σ11 versus E11 for simulated “tension” - “compression”. 
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Abstract. A new strategy using remeshing techniques is proposed to model crack initiation 
and propagation for ductile media. The crack path is represented by an auxiliary mesh with a 
straight front which is completely independent of the volumetric mesh. The discontinuity is 
oriented  depending  on  the  continuous  damage  distribution  by means  of  the  sign  of  the 
projected gradient of the smoothed damage field. A mesh intersection algorithm is then used 
to insert the crack surface in the volumetric mesh and computation is resumed after the  
transfer  of  the  fields  from the  old  mesh  to  the  new mesh.  A  numerical  application  is  
presented on a double notched specimen.

1. Introduction

The failure process of metals can be divided into two main phases. The first stage involves  
the nucleation and growth of voids in localized areas. For this stage, a continuous model is 
usually used to describe the failure of the underlying microstructure in an average sense by 
means of a damage variable. This continuous description is acceptable up to the onset of 
fracture. At this point, voids coalesce to form macroscopic cracks, and a continuous model 
cannot properly describe the kinematics associated to a crack opening.  A discontinuous 
description has to be introduced to model crack propagation. In the last decades, several  
attempts have been made to propose a unified framework for the realistic description of the 
ductile failure process with a continuous-discontinuous approach.
In this paper,  a novel methodology is presented which allows to model ductile damage 
evolution followed by crack initiation and propagation. After a brief description of the tools 
used to properly described damage evolution up to the onset of fracture in Section 2, a new 
strategy using remeshing techniques is  proposed for  crack  initiation and propagation in 
Section 3. 

2. Simulation up to the onset of fracture

First, damage evolution is properly described with a continuous model up to the onset of 
fracture. However, solving finite element problems involving elasto-plasticity coupled with 
damage softening faces two major difficulties: mesh dependence and volumetric locking. 
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The  four-field mixed formulation proposed  in [1] is used in order to solve simultaneously 
both problems within the small strain framework  (with a quadratic interpolation for the 
displacements  and  a  linear  interpolation  for  the  pressure,  the  volume  change  and  the 
nonlocal variable).
Then,  accuracy  is  improved  and  computational  costs  are  minimized  thanks  to  a  mesh 
adaptivity procedure based on an error indicator using a recovery technique [2], described 
in [3]. The strategy combines a direct transfer of the smoothed fields at the old Gauss points 
to the new ones with a viscous model, so that computation can continue on the adapted  
mesh after reducing the time step.
This strategy has been applied in [3] on a double notched specimen proposed in [4] with an 
elasto-visco-plastic behavior featuring damage based on the constitutive behavior proposed 
in [5]. In two dimensions, the specimen is remeshed twice, for relatively small values of 
damage (see Fig.1).

3. Crack insertion and propagation approach

A  new  strategy  using  remeshing  techniques  is  proposed  for  crack  initiation  and 
propagation. The crack path is represented by an auxiliary mesh. 

2

Figure 2. Left: a panel is associated to each segment of the old front; center: an average direction is computed for 
each node of the front; right: auxiliary mesh updated.

Figure 1. The different adapted meshes (top) and the corresponding damage 
patterns (bottom) - computation on 2D double notched specimen described in [2].
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This  auxiliary  mesh  is  always  built  increment  by  increment  based  on  a  previously 
determined front, called the old front. The first step consists in dividing the old front into 
segments and to associate to each segment a rectangular panel. All the panels have the same 
prescribed length, which corresponds to the maximal increment length allowed by the user. 
At this point, an orientation criterion is used to select the rotation angle of each panel so as  
to place them in the maximum damage direction ahead of the old crack front (Fig. 2, left). 
A privileged  tool to find the maximum of a  continuous function being the study of its 
gradient, a new orientation criterion based on the change of sign of the scalar product of the 
damage gradient field and the orthoradial vector is proposed (Fig. 3). 

Once the orientation of each panel has been set, the positions of the nodes on the new front 
are  determined  by  averaging  the  rotation  angles  of  the  adjacent  panels  sharing  the 
corresponding node on the old front (Fig.  2, center).  The length of the crack increment 
being prescribed, the new front is thus completely defined. 
A triangular surfacic mesh is then used to built the new crack increment between the old 
front and the new front. A mesh intersection algorithm [6] is used to obtain a new cracked 
mesh. 
The question of energy conservation before and after the crack increment insertion is a 
difficult matter. In order to prevent a too important energy difference, the crack increments  
are inserted only when the corresponding area is almost completely damaged and has lost 
almost all its carrying capacity. 
After inserting this crack in the volumetric mesh, the same strategy will be used to build the 
next crack increment from the new front, which then becomes an old front (Fig. 2, right).
The same orientation criterion can be used to determine the initial crack front too. 

The  crack  initiation  and  propagation  strategy  is  evaluated  on  a  3D  double  notched 
specimen,  with the same behavior  as  Section 2.  After  being adapted to represent  plane 
crack surfaces only,  the proposed strategy allows to insert two cracks and simulate their  
propagation, as illustrated in Fig. 4. The resulting crack surfaces are consistent with damage 
(which  is  here  proportional  to  the  effective  plastic  strain)  distribution.  However,  these 
results are only preliminary and future work should focus on providing more robustness to 
the methodology in 3D.

3

Figure 3. Representation of some damage gradient vectors and of the 
orthoradial vector.
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4. Conclusion

This paper has introduced a new crack insertion and propagation strategy using h-adaptive 
remeshing. The proposed strategy allowed to obtained very encouraging results in the case 
of a plane crack surface. 
Future  work  will  focus  on   the  illustration  of  the  strategy  for  more  complex  three-
dimensional cases. Besides, ductile failure with intense localization often comes with large 
strains, so it would also be interesting to adapt this methodology to the large strains setting. 
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Figure 4. Left: effective plastic strain distribution before the last remeshing with a magnification 
factor of 2 ; top right corner: auxiliary mesh representing the final crack surface: right bottom 

corner: final mesh before divergence. 
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Abstract. The “self-healing” is relative new term in material science which means self-
recovery of the initial properties of the material after destructive actions of external 

environment. That is an urgent demand for industrial applications which initiates 

development of an active healing mechanism for the polymer coatings and adhesives. The 
continuum modeling uses Finite Element Method (FEM) with different diffusivity and 

fluxes. Randomizely distributions of nanocontainers with different percentage of inhibitors 

were analysed. The initial results for finite element method show how much percentage of 
the inhibitors in the nanocontainers are necessary to protect the metal surface which is 

treated with these healing agents. We also fit with a simplex optimization method diffusion 

coefficient and diameter of nanocontainers with experimental measurements of the 
corrosion. 

 

 

 

1. Introduction  

 

Corrosion degradation of materials and structures is one of important issues that lead to 

depreciation of investment goods. There are active and passive approaches for corrosion 

protection. The passive corrosion protection is achieved by deposition of а barrier layer 

preventing contact of the material with the corrosive environment. The active corrosion 

protection decreases the corrosion rate when the main barrier is damaged [1]. 

Small size defects can appear on a material surface. Such defects have a substantial effect 

on the mechanical properties of material. To protect this material failure the coating 

systems are employed on a wide range of engineering structures, from cars to aircrafts, 

from chemical factories to household equipment. The “self-healing” or “inhibition” are a 

relatively new terms in material science which means a self-recovery of initial properties of 

the material after destructive actions of external environment. It is an urgent demand for 
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industrial applications to initiate development of an active healing mechanism for polymer 

coatings and adhesives [2].  

One of the first examples of self-healing materials was microcapsule [3]. Some authors 

recently investigated self-healing system with computer simulation [4]. Verberg et al [5] 

used hybrid approach with coupled lattice Boltzman model (LBM) and the lattice spring 

model (LSM) to simulate the motion of microcapsules driven by an imposed flow to move 

on a substrate with an adhesive coating. The microcapsules consist of an elastic shell and 

enclose a solution of nanoparticles which can diffuse from the interior of the capsule into 

the host fluid. 

In this study we presented FEM for self-healing materials. We begin by describing the 

details of the nanocontainers healing concept and FEM methodology. We then discuss 

about fitting of the parameters for varying the nanocontainers fillings, diffusivity parameter. 

These findings provide guidelines for formulating nanocomposite coatings that effectively 

heal the surfaces through the self-assembly of the particles into the defects. 

 

2. Methods 

 

The initial process of nanocontainer breaking starts at а random position where a crack 

occurred. The nanocontainer membrane is approximated by one layer of particles and 

particles inside the nanocontainers represent healing agents – inhibitors. We consider that 

nanocontainers are fixed in the coating layer (pretreatment or primer layer) as can be seen 

in Fig. 1. 

 

 
Figure 1. Model with nanocontainers in primer layer. 

 

Nanocontainers release the “self – healing” agent particles which are filling the space inside 

a crack in order to bond it and to protect crack from further propagation. The continuum 

model used the process of convective-diffusion for inhibitors binding to the substrate 

surface. 

The mass transport process for inhibition system of coating is governed by convection-

diffusion equation, 

 

2 2 2

2 2 2

wall

x y z

c c c c c c c
v v v D q

t x y z x y z
 (1) 

where c denotes the concentration of inhibitors; xv , yv  and zv  are the velocity components 

in the coordinate system x,y,z; and D is the diffusion coefficient, assumed to be constant, of 
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the transported material; and q
wall

 is flux of the binding process for inhibitors which adhere 

on the substrate surface. Similar concept is using for calculation of the volume of inhibitors 

which are possible to diffuse on the scratch surface. Diffusivity coefficient and wall binding 

flux are the fitting parameters in FEM model. The drawback of continuum approach is that 

particle-particle interaction cannot be modeled but benefit is that a large substrate area is 

possible to be modeled. 

 

3. Results 

 

The continuum model consists of mesh size of 30x30,000 = 900,000 3D finite elements 

where inhibitors are randomly prescribed as the influx boundary conditions. The scratch 

dimension is 0.1x100 mm, the primer layer is 4000 nm, nanocontainer diameter is 400 nm. 

The percentage of inhibitor inside nanocontainers is 20% and the percentage of 

nanocontainers in the primer or pre-treatment layers is 10%. The convection velocity is 

assumed to be zero due to dominant diffusion process. The binding flux was prescribed to 

be unit which depends on mechanical property of scratch, with no water inclusion on the 

surface. Distribution of inhibitors on the scratch surface for time = 6h is presented in Fig. 2. 

The inhibitors fluxes are randomly distributed along the plate, which cause higher coverage 

near these plate sides.  

 
Figure 2. Distribution of inhibitors on the scratch surface for t=6h. The width of the scratch is 0.1mm and the 

length is 100mm. 

 

 
Figure 3. Comparison of experimental and computer simulation results. 
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The goal is to determine diffusion coefficient and diameter of nanocontainers so that 

computer simulations match experiments. We used a simplex optimization method 

developed by Nelder and Mead [7] to reach the best fit. This is nonlinear procedure which 

involves only function evaluations (no derivatives).The best fit minimizes the sum of 

squared residuals, a residual being the difference between an experimental value of the 

creepage distance and the creepage distance provided by a simulation. We have four 

different experimental creepages defined with 1200 points all together, thus we have 1200 

residuals. The sum of squared residuals is calculated as: 

 

       (2) 

 

where  is the creepage distance for i-th point calculated by simulation and  is target 

(experimental) creepage distance  for i-th point. We achieved minimum error (SE=3082) 

with diffusion coefficient value 0.32 [m
2
/s] and diameter of nanocontainers 0.092 [nm]. 

From the Fig. 3 we see that experimental results (blue color) and results obtained by 

simulations (red color) are very similar. The reason why error looks high is because high 

error occurs at points where experiment gave very large creepage distance (for example, 

third experiment at height around 15mm creepage distance is around 10mm), but from the 

histogram we can see that most of the point for both, computer simulation and experiment, 

have creepage distance around 2 mm. 

 

4. Conclusions 

 

In this study FE modeling methods is used in order to simulate self-healing systems with 

nanocontainers and inhibitors. It has been shown that it was sufficient to have 20% 

inhibitors in the primer layer with 10% of nanocontainers to completely protect the 

damaged material. Time for the scratch surface coverage is model parameter which can be 

fitted by employing real experimental data. The fitting of the diffusion coefficient and 

diameter of nanocontainers with a simplex optimization method and comparison with 

experimental measurements of the corrosion was implemented. 

Progress in this field can greatly facilitate fabrication of the next generation of adaptive 

materials which can self-heal themselves before any catastrophic failure can occur. 
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Abstract. The hip damage resulting from a fall or trauma is one of the most common 
broken-bone injuries for elderly people. The main challenge in promoting the use of a hip 
protector is the designing and fabrication of the cost-effective, comfortable and personalized 
hip protector, for which the model-based simulation of the hip structural response to impact 
loading with a hip protector is necessary. In this interdisciplinary team project, a 
computational model for the human hip structure, which consists of both bones and soft 
tissues, is being developed to predict and simulate the damage evolution within the 
framework of the Material Point Method, based on the CT scan images. The impact-induced 
damage evolution in the hip will then be investigated by considering different boundary 
conditions and loading scenarios. As a result, various kinds of hip protectors could be 
considered to evaluate their effectiveness in reducing the impact damage to hip bones. 

 
 

1. Introduction 
 

Falls are common in older people and can result in serious injuries, even premature 
death. It is estimated that one of every three adults age 65 and older falls each year [1,2]. In 
2009, over 2 millions of fall injuries among older adults were treated in the US [3]. 

Hip fracture is one of serious fall-related injuries in older people. It is reported that 
complications following a hip fracture are a major factor for fall deaths and the death rate 
for hip fracture patients within a year of the injury is 20% [4,5]. Hip fracture takes a large 
amount of medicare service, e.g., surgery, hospitalization, nursing and rehabilitation, and 
has become a public health problem. As the world population is aging, the number of hip 
fracture might continuously increase. 

More than 90% of hip fractures result from falls [6]. However, there are many factors 
for falls, for example, vision defects, heart problems, poor environments, etc. Due to these 
multifactorial causes, wearing a hip protector appears to be an effective choice for hip 
fracture prevention. Currently, existing hip protectors are unpopular with older people for 
the uncomfortable wearing experience. As a result, there exists an urgent demand for 
designing personalized hip protectors made of soft materials, for which the impact response 
of human hip structure must be understood. 
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In this work, a computational model for the human hip structure consisting of both 
bones and soft tissues has been established within the framework of the Material Point 
Method (MPM), based on the CT scan images. The impact-induced structural responses of 
the hip with and without hip protector are simulated by considering different boundary 
conditions and protector materials, to examine protector’s effectiveness in reducing the 
impact damage to hip bones. 
 

2. Hip model and simulation procedure 
 

The MPM is an extension to solid mechanics problems of a hydrodynamics code 
called FLIP [7]. In the MPM, the material is discretized by a set of material points, each of 
which carries the material properties and is tracked throughout the deformation history. One 
Eulerian background mesh is constructed to solve the equations of motion, and the internal 
state variables carried by material points are updated by the interpolation of the solutions at 
the mesh nodes. With the deformation history recorded at material points for the given 
history-dependent constitutive equations, the MPM is able to handle engineering problems 
with discontinuity, large deformation and multiple materials, such as impact/contact, 
penetration and perforation, and fluid-structure interactions [8]. 

The MPM model for human hip could be established by converting the pixel points in 
the CT scan images into the MPM points. The bone pixels are identified in the following 
method: (1) pixels with a gray value (range of 0-255) of less than 200 are cropped, and (2) 
extraneous pixels in each image are manually removed. The soft flesh pixels are generated 
in the same way, except for the gray value range of 25-185. Finally, a program is made to 
convert the pixel data to material point data with the specified space resolution. It should be 
noted that the bone structure is assumed homogeneous without further identifying cortical 
bone, cancellous bone and marrow and such structural refinement will be conducted in the 
future work. Figure 1 shows the MPM model of human hip structure employed in the 
following simulations, which is generated based on the CT scan images of a middle-age 
male. In the model, there are 352,796 material points in total, with 135,053 bone points and 
217,743 soft tissue points. 

 

 
Figure 1. MPM model for human hip structure (bone and tissue points marked by cyan and white, respectively). 

 

3. Results 
 

Figure 2(a) presents the schematic diagram of a sideways fall of human hip again a 
rigid wall. To study the effect of the hip protector on the hip response, a 2-cm thick soft pad 
placed between the hip and the wall is also considered in the simulations, as illustrated in 
Fig. 2(b).  Throughout all simulations, the soft tissue and the protector pad are linear elastic, 
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while the associated von-Mises elasto-plastic model with strain hardening and softening 
(see Figure 3) is assumed for the hip bone [9]. The Young’s modulus for soft tissue is 85.5 
kPa, and Poisson’s ratios for soft tissue and pad are 0.495 and 0.38, respectively [10]. The 
velocity of the hip, v, is set as 2 m/s and the rate effect on the material response is neglected. 
The MPM grid is constructed of cubic elements with the side length being 0.02 m, and a 
time step of 1×10-6 s is employed. 

Figure 4(a) shows the snapshot of damaged bone points (plasticity points in red color) 
at 50 ms without soft pad. The damage at the femur can be clearly seen in the figure, in 
addition to the pelvis damage. Figures 4(b)-4(c) give the hip damage snapshots at 50 ms 
with including pads of E=85.5 kPa, 855 kPa and 8 GPa, respectively. It is evident that the 
use of soft pad could substantially reduce the hip bone damage by comparing Figs. 4(a)-
4(d). Moreover, less damage in pelvis and femur is generated as the pad becomes softer. 
Meanwhile, it is also found from Figs. 4(b)-4(d) that the femur is least damaged for the pad 
of E=855 kPa. These simulation results indicate that soft material is able to cushion the 
impact loading and the femur damage reduction is not monotonically increasing with 
decreasing pad stiffness. 

 

Rigid Wall

v

x

y

 

Rigid Wall

v

Pad (2 cm thick)  

(a) (b) 

 
Figure 2. Schematic diagrams of a sideways fall of human hip again a rigid wall 
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Figure 3. Elasto-plastic model for bone points 

 

 

Femur 

(a)                               (b)                                (c)                               (d) 

 
Figure 4. Snapshots for hip bone damage at 50 ms: (a) no soft pad, and soft pads of E-= (b) 85.5 kPa, (c) 855 kPa 

and (d) 8 GPa (damaged bone points marked by red). 
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4. Conclusions 
 

An MPM model of human hip with soft tissue and bone has been built based on the 
CT scan images. The model-based simulations of the hip structural response in a sideways 
fall have been conducted. It is shown that a soft hip protector could reduce the impact-
induced hip bone damage, and that the softer the pad, the less the bone damage could occur. 
However, the least femur damage is found for the pad of E=855 kPa, instead of the softest 
pad. It suggests that there exists an optimal stiffness of soft pad for hip fracture 
minimization. The present MPM-based modeling provides some preliminary results of the 
human hip structural damage due to impact loading. In the future, a refined MPM model 
will be developed based on CT and MRI images, and improved constitutive models for both 
bone and tissue will be employed in the simulations. It is also proposed that the effect of 
different hip protector scenarios on hip damage reduction be investigated, in combination 
with experiments. 
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Abstract. In this work the strain energy density theory is used to study the problem of slow 
stable growth of an inclined crack in a plate subjected to uniaxial tension. The stable crack 

growth process is simulated by predicting a series of crack growth steps corresponding to a 

piecewise load increase when the material elements in the direction of crack extension 
absorb a critical amount of elastic strain energy density. Crack instability takes place when 

the last increment of crack growth takes a critical value which is a material constant. 

 

 

 

1. Introduction  

 

The strain energy density theory has been used to address the problem of rapid unstable 

crack growth under mixed-mode conditions in a host of engineering problems [1, 2]. The 

theory was further extended to study the problem of stable crack propagation leading to 

crack arrest or instability [3, 4]. The conditions of crack initiation and growth have been 

studied for a variety of crack problems [1]. In such cases, failure always initiates from the 

crack tips due to the high stress concentration at these points. The directions of crack 

propagation and maximum yielding are automatically determined by the stationary values 

of dW/dV along a circumference of a circle centered at the crack tip. Failure by crack 

growth or yielding takes place when the minimum or maximum values of dW/dV become 

equal to their respective critical values which are material constants. 

 

2. Strain energy density theory 

 

The strain energy density theory focuses attention in a continuum element in the vicinity of 

the point of failure initiation. For the case of bodies with cracks the point of failure 

initiation is the crack tip. The theory is based on the strain energy density function, dW/dV, 

which can be determined from the stress and strain fields as follows: 

 

.
0

ij

ijijd
dV

dW
      (1) 

where σij and εij are the stress and strain components. 
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A material element fails by yielding or fracture when it absorbs a critical amount of strain 

energy density. This amount for the case of yielding is equal to the area of the true stress – 

true strain diagram of the material up to the point of yielding, [(dW/dV)max]c, while for the 

case of fracture it is equal to the area of this diagram up to the point of fracture, 

[(dW/dV)min]c. For materials with a relatively brittle behavior [(dW/dV)min]c and 

[(dW/dV)max]c are approximately the same, i.e., the onset of yielding and fracture are close 

to one another. Materials with more ductile behavior, however, are different in that 

[(dW/dV)min]c is always greater than [(dW/dV)max]c due to the manifestation that yielding 

always proceeds fracture. 

 

It is common experience that excessive change in shape can be associated with yielding, 

while excessive change in volume can be associated with fracture. In a non-uniform strain 

energy density filed the former corresponds to the site of dW/dV maximum or, (dW/dV)max, 

and the latter to dW/dV minimum or, (dW/dV)min. Based on these physical arguments, the 

hypotheses of the strain energy density theory may be stated as follows [1-3]:  

(a) Yielding and fracture are assumed to initiate at locations of maximum and 

minimum of the strain energy density function [(dW/dV)max]l and 

[(dW/dV)min]l, respectively, along the circumference of a circle centered at the 

point of failure initiation.  

(b) Yielding and fracture are assumed to occur when [(dW/dV)max]l and 

[(dW/dV)min]l reach their respective critical values. 

 

The above conditions apply to the initiation of yielding and fracture of a material element 

located at a distance r0 from the site of possible failure. The value r0 of the radius of a circle 

called the core region reflects a basic material property in the microstructural level and is 

considered to be a material constant. 

 

Since material damage once initiated is a rate process, additional assumptions are required 

to describe the conditions that govern this damage process by yielding and fracture. 

Without loss in generality, the relation  

 

c

c
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1
   (2) 

 

can be written in general with S being the strain energy density factor and r a linear 

distance. Depending on the loading condition, material damage can increase, decrease, or a 

combination of the two. The following conditions may thus be stated:  

(a) The amount of incremental growth r1, r2, …,rj,…,rc by yielding or fracture is 

assumed to increase or decrease monotonically, i.e. 

 

r1 < r2 …< rj<…< rc      (3) 

 

or 

 

r1 > r2 …> rj>…>rc      (4) 

 

in accordance with  
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 (dW/dV)
c
max or (dW/dV)

c
min= S1/r1 = S2/r2 =   = Sj/rj =   Sc/rc or S0/r0  (5) 

 

whereby r = rc corresponds to the onset of unstable damage and r = r0 to damage arrest. 

(b) Incremental damage of material may follow relation (3) for part of the loading 

and relation (4) for another or some combination before reaching Sc/rc or S0/r0 

 
 

3. Stable growth of a central crack 

 

The problem of slow stable growth of an inclined crack in a plate subjected to a uniaxial 

tension is studied (Fig. 1). The crack growth process is simulated by predicting a series of 

crack growth steps corresponding to a piecewise loading increase when material elements 

along the direction of crack extension absorb a critical amount of strain energy density. 

Crack instability takes place when the last ligament of crack extension takes a critical value 

which is a material constant. 

 

Crack initiation starts when (dW/dV)min takes its critical value (dW/dV)c. By expressing 

dW/dV in terms of the applied load, the critical load for crack initiation is determined.  

 
Fig. 1 An inclined crack in a plate subjected to uniaxial tension 

 

In order to obtain numerical results consider a crack of length 2a0 = 2 cm in an infinite 

plate subjected to a remote uniaxial stress σ subtending an angle β to the crack axis. The 

material of the plate is a steel with the following properties: E = 207 GPa, ν =0.3, (dW/dV)c 

= 184 MJ/m
3
, Sc = 13.5 kN/m. The value of rc is calculated as rc = Sc/(dW/dV)c = 7.33 x 10

-

3
 cm, while r0 = 3.05 x 10

-3
 cm is used in the subsequent numerical work. 

 

Numerical results were obtained for various values of the crack angle β. Crack initiation 

takes place when the minimum value of strain energy density along a circle of radius r0 

centered at the crack tip becomes equal to the critical strain energy density, (dW/dV)c. Fig. 

2(a) presents the variation of the critical stress σi for crack initiation for various values of 
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the crack angle β. Note that σi decreases with β and takes its minimum value when the crack 

is perpendicular to the applied stress.  

Crack initiation is followed by stable crack growth until global instability is reached. In 

order to study the process of stable crack growth the applied stress is increased by constant 

increments Δσ and the corresponding crack increments are obtained. This process is 

continued until the last crack increment r becomes equal to the critical size rc which 

corresponds to global instability. Thus the critical stress at instability, σc, is obtained. 

 

Fig. 2(b) presents the variation of the stress σc versus the initial crack angle β for Δσ equal 

to 3.447 and 13.790 MPa. Higher stress increments correspond to higher loading rates. It is 

observed that σc decreases as the stress increment increases. This trend agrees with 

experimental observation for specimens with cracks perpendicular to the applied stress (β = 

90
0
). 

 
Fig. 2 Critical stress at crack initiation, σi, (a) and global instability, σc, (b) for two different 

loading step increments 
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Abstract. This paper develops a new method to evaluate the cumulative damage of reinforced concrete (RC) 

framed structures under seismic sequences. Two families of regular and vertically irregular frames are examined. 
The first family has been designed for seismic and vertical loads according to European codes while the second 

one for vertical loads only, to study structures which have been constructed before the introduction of adequate 

seismic design code provisions. The whole gamut of frames is subjected to five real and forty artificial seismic 
sequences. Comprehensive analysis of the created response databank is employed in order to derive significant 

conclusions. It is found that the cumulative damage due to multiplicity of earthquakes is important and can be 

accurately estimated using appropriate combinations of the corresponding damage due to single ground motions. 

 

 

 

 

1. Introduction  

 

Modern seismic codes adopt exclusively the isolated and rare `design earthquake' while the 

influence of repeated earthquake phenomena is ignored. Recently, Hatzigeorgiou and 

Beskos [1] and Hatzigeorgiou [2-3] examined the influence of multiple earthquakes in 

numerous SDOF systems and found that seismic sequences lead to cumulative structural 

damage. However, these works are concerned with SDOF systems.  

This paper presents an extensive parametric study on the inelastic response of eight 

reinforced concrete planar frames under five real seismic sequences which are recorded by 

the same station, in the same direction and in a short period of time, up to three days. In 

such cases, there is a significant damage accumulation as a result of multiplicity of 

earthquakes, and due to lack of time, any rehabilitation action is impractical. Furthermore, 

these RC frames are also subjected to forty artificial seismic sequences. More specifically, 

two families of regular and vertically irregular (with setbacks) frames are examined. The 

first family of frames has been designed for seismic and vertical loads according to 

European codes while the second one for vertical loads only, to study structures which have 

been constructed before the introduction of adequate seismic design code provisions. The 

time-history responses of these concrete frames are evaluated by means of the structural 

analysis software Ruaumoko. Comprehensive analysis of the created response databank is 

employed in order to derive significant conclusions. 
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2. Description of structures 

 

Four structures (Family A) are considered to represent low-rise (three-storey) and medium-

rise (eight-storey) RC buildings for study. They consist of four typical beam–column RC 

frame buildings without shear walls, located in a high-seismicity region of Europe 

considering both gravity and seismic loads where a design / peak ground acceleration 

(PGA) of 0.2g and soil class B according to EC8 are assumed. Most of the existing 

reinforced concrete buildings were designed according to early seismic provisions or, 

sometimes, without applying any seismic provision. In order to examine such buildings 

designed for gravity only, another family of structures (Family B) is also considered. 

Families A and B have the same geometry and loads but they have different reinforcement. 

The dead loads (excluding self-weight) and live loads are equal to 20 kN/m and 10 kN/m, 

respectively, and they are directly applied on the beams. All floors are assumed to be rigid 

in plan to account for the diaphragm action of concrete slabs. Material properties are 

assumed to be 20 MPa for the concrete compressive strength and 500 MPa for the yield 

strength of both longitudinal and transverse reinforcements. Both the examined 3- and 8-

storey buildings have 3 equal bays with total length equal to 15 m. Typical floor-to-floor 

height is equal to 3.0 m, while for the first floor of the 8-storey buildings the height is equal 

to 4.0 m. The characteristic interior frames of Family-A structures are shown in Fig. 1. 
 

 

 
 

 

Figure 1. Concrete damage model. 

 

3. Seismic input 
 

3.1 Real seismic sequences 
 

The first strong ground motion database that has been used here consists of five real seismic 

sequences, which have been recorded during a short period of time (up to three days), by 

the same station, in the same direction, and almost at the same fault distance. These seismic 

sequences are namely: Mammoth Lakes (May 1980), Chalfant Valley (July 1986), Coalinga 

(July 1983), Imperial Valley (October 1979) and Whittier Narrows (October 1987) 

earthquakes. The complete list of these earthquakes has been downloaded from the strong 

motion database of the Pacific Earthquake Engineering Research (PEER) Center. These 

records are compatible with the soil class B, and therefore compatible with the design 

process as mentioned in the previous section. Between two consecutive seismic events, a 

time gap equal to 100 sec cease the moving of any structure due to damping.  
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3.2 Artificial seismic sequences 

The second strong ground motion database that has been used here consists of forty 

artificial seismic sequences. More specifically, 10 artificial accelerograms are considered to 

generate 20 synthetic sequences of two events and 20 synthetic sequences of three events.  

 

4. Results 

 

The inelastic behaviour of the examined RC framed structures, which are subjected to the 

aforesaid five real and forty artificial seismic sequences, is investigated in this section. The 

Park-Ang model [4] is the best known and most widely used damage index (DI), which is 

defined as a combination of maximum deformation and hysteretic energy: 
 

                           h
yuu

m dE
P

DI







 (1) 

 

where m  is the maximum deformation of the element, u is the ultimate deformation,  is a 

model constant parameter (usually, =0.05~0.20) to control strength deterioration, dEh is 

the hysteretic energy absorbed by the element during the earthquake, and Py is the yield 

strength of the element. This damage model can also be extended to the storey and overall 

scales (global damage index), by summation of damage indices using appropriate 

multiplication weights. Figure 2a depicts the local DI for the base joint of the left base 

column of Frame A2, for the Mammoth Lakes seismic sequence. Furthermore, Fig. 2b 

shows the global DI, for the whole Frame B2, under the Whittier Narrows earthquakes. It is 

evident that seismic sequences lead to increased damage, both in local and global level. 

However, the majority of the existing investigations examine these parameters only for the 

„idealized‟ case of isolated earthquakes.  
 

 
 

Figure 2. a) Local and b) global cumulative damage due to seismic sequences. 

 

The global damage can be related to global displacement ductility factor, , which can be 

defined in terms of the maximum displacement umax at the top floor and the corresponding 

yield displacement uy, as  

                           
yu

umax  (2) 
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In order to estimate the cumulative ductility for a sequence of strong ground motions, this 

work proposes the following simple and rational relation 

                           
3.1

1

1

3.1
11














 



n

i

iseq   (3) 

where the cumulative ductility, seq, for a sequence of strong ground motions consists of n-

seismic events, results from the corresponding ductility demands, i, for each one of them. 

Furthermore,   symbolizes the Macauley brackets used here in order to eliminate the 

influence of weak ground motions, i.e., those for i<1. Figure 3 illustrates the relation 

between the “exact” cumulative ductility demands and those of the model of Eq.(3). It is 

clear that the proposed combination of ductility demands of single events is in good 

agreement with the results obtained from the dynamic inelastic analyses considering 

directly the sequential ground motions.  
 

  
Figure 3. Estimation of cumulative ductility for a) real and b) artificial seismic sequences. 

 

5. Conclusions 

 

This paper examines the inelastic behaviour of planar RC frames under sequential strong 

ground motions. It is found that the seismic damage for multiple earthquakes is higher than 

that for single ground motions. Furthermore, a simple and effective empirical expression, 

which combines the ductility demands of single ground motions, can be used to estimate 

cumulative ductility demands due to sequential ground motions.  
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Abstract. High dynamic excitation of steel structures leads to inelastic material behavior
responsible for the dissipation of energy. In addition, the steel suffers from material damage
caused by inelastic deformations and cyclic loading. This softening of the material is referred
to as ultra low cycle fatigue and influences the stiffness of a structure and its response to
dynamic excitation. The proposed material model describes the evolution and distribution of
inelastic strains and isotropic ductile damage for mild construction steel by means of a set
of internal variables. Viscoplasticity as well as isotropic and kinematic hardening are taken
into account. Under tension isotropic ductile damage develops for significant inelastic strains.
A nonlocal extension in the form of an implicit gradient formulation is applied to overcome
the phenomenon of strain localization. The presented model is used to analyse 3D structures
subjected to seismic excitation.

1Institute for Structural Analysis, Technische Universität Braunschweig, Beethovenstr. 51,
38106 Braunschweig, Germany
e-mail: s.heinrich@tu-bs.de

1. Introduction

Constructions in earthquake regions have to be designed according to the Eurocode 8 that
provides a practical approach in order to validate the safety of a structure using a linear
response spectrum. As the code also allows nonlinear time-history computations the material
model has to be precise as simplified approaches may not be conservative for dynamic
loading.

As the material strength influences the stiffness of the structure the presented material
model includes hardening effects as well as softening caused by material deterioration. This
damage evolves from voids in the microstructure and can finally lead to macrocracks and
failure. The softening of the material is accompanied by a mesh-dependent strain localization.
An implicit gradient enhanced formulation for a non-local damage variable is introduced to
overcome this shortcoming.

Applying the proposed model to a FE analysis of a structure provides the distribution of
damage and the identification of damaged zones. To evaluate the overall structural safety a
scalar global damage index is formulated.

2. Material Model

The mathematical description of the material behaviour is achieved by a set of internal
variables and evolution equations in the form of differential equations of first order. Assuming
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small strains, an additive decomposition of elastic and inelastic strain rate is admissible.
Based on the principle of energy equivalence, stresses and strains used to compute the internal
variables are effective quantities (Eq. 1). The crack closure parameter h takes into account
that some but not every microcrack closes under compression (h < 1.0) while for tension
(h = 1.0) all voids reduce the net area [1]. The evolution of elastic strains is given by Hooke’s
law and contains an isotropic degradation of the modulus of elasticity by the nonlocal damage
variable D̄ (Eq. 2). The viscoplastic deformation (Eq. 3) follows the approach by CABOCHE
& ROUSSELIER [2] with the effective over-stress σ̃ex (Eq. 4) that determines the onset of
inelastic material behavior. It corresponds to the yield function and results from a modified
criterion based on Gurson [3] and Tvergaard and Needleman [4] with the first and the second
invariant of the effective active stress tensor σ̃σσ −X and the effective active stress deviator
(σ̃σσ −X)d , respectively. The yield function considers isotropic hardening k and kinematic
hardening X (Eq. 5) as well as material deterioration. In case of undamaged material, the
yield surface corresponds to the v. Mises criterion. Increasing damage leads to a contraction
of the yield surface combined with the formation of caps which then initiates inelastic strains
also for high hydrostatic stress states.

The onset of damage is determined by a damage threshold surface as experiments have
shown that nucleation of cavities does not occur for cyclic loading with small amplitudes.
In the model presented here damage evolution is prohibited if the equivalent plastic strain
(Eq. 6) is smaller than a parameter ε in

D (Eq. 7). Furthermore it is assumed that damage
does not grow for compression states. The two terms of the damage evolution equation (Eq.
8) consider transient and saturation behavior in damage evolution as well as damage due to
volumetric yielding and depend on the damage parameters c1 - c5.

As experiments reveal the evolution of isotropic hardening depends on the strain loading
history. The saturation value Q is therefore coupled with the evolution of a strain memory
surface M and its two variables βββ and q. βββ describes the displacement of the surface and q
specifies its amplitude. Within this work, a maximum strain amplitude memory [5] is defined
in the three-dimensional strain space (Eq. 9-11) where nF is the normal to the yield surface,
and nM is the normal to the strain memory surface. A viscoplastic strain state outside the
current strain memory surface leads to the growth and adjustment of the variables q and βββ ,
resulting in a higher saturation value for isotropic hardening. Here, the evolution rule of the
saturation value of isotropic hardening Q is assumed to be linear (Eq. 12).

The thermodynamical consistency of the constitutive equations can be shown [6].

σ̃σσ =
1

1−h · D̄
·σσσ ε̃εε = (1−h · D̄) · εεε (1)

ε̇εε
el =

d
dt

(
Ẽ−1 : σσσ

)
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ṗ ṗ = ε̇0

〈
σ̃ex

σ̃p

〉n

(3)

σ̃ex = σ̃eq−σY − k =
√
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eq− ε

in
D ≤ 0−→ Ḋ = 0

> 0−→ Ḋ > 0 (7)

Ḋ = (c1 + c2e−c3
1

(1−D̄)
p+
)

1
(1− D̄)

ṗ++ c5(c4− D̄)

〈
tr
(

∂ σ̃ex

∂ σ̃σσ
ṗ+
)〉

(8)

M =
2
3
(εεε in−βββ )(εεε in−βββ )−q2 = 0 (9)

q̇ = H(M) · c ·nnnM ·nnnT
F · ṗ (10)

β̇ββ = H(M) · (1− c) · ε̇εε in (11)
Q̇ = q̇ ·Qk (12)

2.1. Non-local extension

The dissipation of energy concentrates in small areas of the structure called process zones.
For local damage models the solution depends on the fineness of discretization which leads
to physically incorrect results for an evanescent volume.

To regularize the solution, the models need to be extended by a material-dependent
internal length scale. The proposed approach takes into account a non-local implicit gradient
model in 3D-FE structural analysis. Following the derivation of Engelen [7] and using
gradients of the damage variables, the non-local damage variable D̄ can be determined by
the gradient equation with the local damage variable D

D̄− l2
c ∇

2D̄ = D. (13)

3. Structural Analysis

The structural response to dynamic excitation is described by the equation of motion. The
current stiffness of the structure depends on the development of hardening and damage.
Stress-deformation analysis of structures implies the solution of the underlying initial
boundary value problem. With the principle of virtual work the weak form of the equation of
motion can be obtained.∫

Ω

δu ·ρüdΩ+
∫

Ω

δu · fdΩ+
∫

Ω

δεεε : σσσdΩ =∫
Ω

δu ·pdΩ+
∫

∂Ω

δu · t̄d∂Ω+
∫

Ω

δu ·ρügdΩ (14)

The equation is discretized in space with the finite-element method, while the Newmark
method with a constant mean acceleration is used for the discretization in time.

Eq. (13) can be assumed to be time-independent. The weak form of the equation for the
non-local damage field D̄ results from weighted residua∫

Ω

(
δȲ (D̄−D)−∇δȲ l2

c ∇D̄
)

dΩ− l2
c

∫
∂Ω

δȲ t̄D̄ d∂Ω = 0 (15)

with the virtual nonlocal energy release rate δȲ and Neumann boundary condition t̄D̄ −
n∇D̄ = 0, which prohibits a damage flux through the boundary of the domain. The gradient
equation is discretized in space by the finite-element method.

The material equations are solved using the implicit Euler approach.

3
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3.1. Global damage index

Applying the proposed model provides the distribution of damage for dynamic loading.
Therefore, highly stressed regions can be identified, but it is not possible to evaluate the
damage state of the structure in general. A scalar global damage index GDI is proposed
which bases on the eigenvalue decomposition

GDI = (1−λt)
||MMMvvvt ||
||MMMvvvre f ||

[
Kt −λ

2
t,iK0

]
vt,i = 0 (16)

where λt,i are the eigenvalues, vt,i are the eigenvectors, K0 is the initial and Kt the current
stiffness matrix due to hardening and damage. ||MMMvvvre f || is the amount of displaced mass for
the eigenform vvvre f of the first eigenvalue.

3.2. Dynamic excitation of cantilever

To demonstrate the ability of the model a canitlever of 5 m height and an additional top mass is
subjected to the north-south component of the Kobe earthquake. The maximum displacment
during the vibration is 44 cm. Because of inelastic strains material damage evolutes at the
base of the cantilever which ist shown in Fig. 1(a). It can be seen that damage occurs in
the flanges which are subjected to high alternating tension and compression. Evidently the
shear bands accumulate damage and weaken the structure. To evaluate the damage state of
the cantilever the global damage index is computed for every timestep, see Figure 1(b).
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Figure 1. Damage evolution of the cantilever
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Abstract. A possible model of dynamical dislocation is presented. Basic suppositions are: a 
core of dislocation is initially chapped by a part of the continuum with mass density higher 
them mass density of other material and that is located between fictive surfaces with 
different displacements in same directions. Also, it is proposed that continuum between 
fictive parallel surfaces can be modeled as a layer with granular structure and with visco-
elastic properties including properties of inertia of translation, and inertia of rolling. Taking 
into account previous listed properties, and that initiation of the dislocation is caused by 
displacements in same direction of these fictive surfaces. Model of rolling dislocation poses 
that core of dislocation can be used in the form of disk or cylinder with shot length or in the 
form of sphere which roles around two surfaces without slipping. Expressions of kinetic and 
potential energy as well as function of energy dissipation of the proposed model of 
dynamical dislocation are composed on the basis of the analogy with standard visco-elastic 
rolling element with corresponding force-extension constitutive relation. Corresponding 
constitutive relation of dynamical dislocation model is given by relation between forces and 
element extension (or compression) is determined. Distribution of the force of interaction 
between layer with dislocation and fictive surface are expressed by displacements of these 
surfaces. Also, a model of oscillatory dynamical dislocation with layer of dislocation 
between two concentric cylindrical surfaces is presented.  Characteristic equation of 
oscillatory waves on a thin plate with a layer containing distributed oscillatory dynamic 
dislocation is presented. 

Key words: dynamical model, oscillatory dislocation, core of dislocation, layer of 
dislocation, rolling, kinetic energy, potential energy, function of dissipation, constitutive 
relation of dislocation, characteristic equation. 

 

1. Introduction  
 
      When I accepted the invitation for participation in the conference and after submission of an 
Abstract of my contribution, three reviewer’s reports appeared in my e-mail.  After my consideration 
of these reports, numerous dilemmas appeared, and main is: What is dislocation? Are there different 
definitions of this word dislocation? 
     One of the reviewers used the following comment: “There is neither rolling nor viscoelasticity in 
dislocation behavior. Instead, edge and screw dislocations are translational defects in a crystalline 
structure. Disclinations (appearing in liquid crystals) have rotational imperfection structure but any 
type of rolling never happens”. Same reviewer added: ”A spherical inclusion mentioned in the 
proposed abstract without slip is not a dislocation. Maybe the author thinks on Eshelbian inclusion 
causing eigenstresses. Modeling like the one proposed in the abstract could be presumably applied to 
some other physical processes but not to dislocation behavior“. 
     By the same reviewer we learn: “The references (containing only authors papers) listed in the 
proposed abstract do not have any connection with dislocation physics” 
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     Another reviewer includes in a part of sentence the following:” Author should stress problem of 
inclusion in the sense of Eshelbian inclusion”.  
      After consideration of the listed previous reviewers sentences, I conclude that different definitions 
of the notation “dislocation” are reason for different opinions and understanding or misunderstanding  
of my ideas presented in the abstract of this contributed lecture. My conclusion is that, by abstract of 
my contributed lecture only one of three reviewers fully understood my ideas and accepted my 
definition of dynamic dislocation in continuum on macro and micro-level of the continuum media.  
      After, my consideration in general notion of the dislocation I am in situation to express the 
complexity of the notion “dislocation”  and in fully keep my ideas in my submitted abstract and that 
my definition of the dynamic dislocation is real and new in scientific literature and different then 
those known in literature of dislocation.  
      Among researchers in the area of technology, dislocation is accepted on the level of the crystals  
and motion between crystals as crystals dislocation is largely used.  
       After analysis of the word web literature we can point out the following sentences: “For the 
syntactic operation, see Dislocation (syntax). For the medical term, see Joint dislocation.” In syntax, 
dislocation is a sentence structure in which a constituent which could otherwise be either an argument 
or an adjunct of the clause occurs outside the clause boundaries either to its left or to its right as in 
English: They went to the store, Mary and Peter. The dislocated element is often separated by a pause 
(comma in writing) from the rest of the sentence. There are two types of dislocation: right dislocation, 
in which the constituent is postponed (as in the above example), or a left dislocation, in which it is 
advanced.  

2. New model of dynamical dislocation in continuum 
 
      In this paper, a new model of dynamical dislocation in continuum is proposed.  We start 
with the following definition: Physical dislocation, in general, is any transportation of the 
part of material in continuum as that his mass is rigid and bounded by fictive boundary 
surfaces, which separate this bounded material in transportation in relation to other 
material in continuum. 
     Each dynamical dislocation, in sense of previous definition, has kinetic and geometrical 
parameters. Dislocation has boundary surfaces, inside of boundary surface is core in 
different forms, surface and point contacts with around material of continuum a known or 
no known two displacements by which is defined dynamics and kinetic parameters of 
dynamical dislocation. In continuum is possible to appear one or more dislocations.  

Presented, in Figure 1, model of the dynamical dislocation does not cause increase 
in numbers of degrees of freedom. Presented model of dislocation in the continuum be 
accepted, not as a model of dynamical dislocation but also as a dynamical actuator of 
continuum excitation or as a dynamical sensor for of displacement in continuum. Also, 
appearance of dynamical dislocation model in continuum is element for obtaining a stress 
concentration in material around dynamical dislocation. 

3. Oscillations in plate with layer containing distributed dynamical dislocations  
 

Let us consider an element of the thin plate with continuum layer containing, in 
parallel positions, continually distributed discrete dislocation elements in the continuum 
material as it is presented in Figure 1. a*, b* and c*. Material plate is visco-elastic and 
homogeneous. Denotation of the displacement ( )tyxw ,, is visible in Figure 1.c*. We 

propose that oscillatory waves in the plate and in the layer containing dislocations are in 
plate surface and that other dislocations are not present. By using denotation presented in 
Figure 1.a*, b* and c* we can derive the partial differential equations with corresponding 
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initial, boundary and conditions of the continuity and generalized forces of interactions 
between dynamical dislocations distributed  in layer [4,5,6]. 

 
 

( )txwd ,  

( )txwg ,  

     

 

 

 

 

 

x  

 

' 

1w&  2w&  ( )212

1
wwwC +=  

R

w
C 2
' 1&=ω  

1w  

2w  

( )1222 ' wwc
e −=F  

1kF  








 −=






 −+=
2

2
2

2' 12
11

21
11

ww
cw

ww
ceF  








 −=






 +−=
2

2
2

2'' 12
1

21
211

ww
c

ww
wceF  2kF  

( )112
1

1, 2
'' ww

b
&& −=wF  

( )122 2
' ww

c
e −=F  

'''''' 1,1,21121 ww FFFFFFF ++++−= eekerezw  

( )122 2
'' ww

c
e −=F  

'''''''' 1,1,21222 ww FFFFFFF +++++= eekerezw  

( )122 2
'' ww

c
e −=F  

( )112
1

1, 2
' ww

b
&& −=wF  

( )112
1

1, 2
' ww

b
&& −=wF  

( )112
1

1, 2
'' ww

b
&& −=wF  

R

w
C 2
'' 2&=ω  

CCC ''' ωωω +=  

( )122
1

ww
RC && −=ω  

 

( )tyxw d ,,  

 

( ) ( )tyxwtxw ,,, 22 =  

( )txwC ,  

( )tyxw ,,  

( ) ( ) ( )
dy

y

tyxw
tyxwtdyyxw

∂
∂+=+ ,,

,,,,  

x  dx  ( )tyxw g,,  

( )tyxw ,,  

x  

dy  

y  

( ) ( ) ( )
dy

y

tyxw
tyxwtdyyxw

∂
∂+=+ ,,

,,,,  

dx 

( ) ( )tyxwtxw ,,, 11 =  

2y  

1y  

( )( ) ( )( ) ( )( )
dy

y

tyx
tyxtdyyx y

yy ∂
∂

+=+
,,

,,,,
σ

σσ  

( )( )tyxy ,,−σ  

 
a*   b*       c* 

 

 

b  

c2  

iCw  

2iw  

iCω  

R  
C
 

1iw  

c2  
12c  

12c  

b  

   

 

iCw  

2iw  

1iw   

b  

c2  

Cω
 R  C

 
c2  

12c  

12c  

b  

 

Cw
 

2w
 

 
1w

R
 C
 

12c  
b  

12c  

Cω
 

c2  

c2  

b  

      

 

Cw
 

2w
 

 
1w

R
 C
 

12c  

b  

12c  

Cω
 

c2  

12c  

b  

     

 

b  

c2  

Cw
 

2w
 

Cω
 

 

R
 C
 

1w

c2  
12c  

12c  

b  

 

 
 

b  

c2  

Cω
 

C
 

2w
 

1w

c2  

12c  

b  

12c  

 
 d*  e*        f*     g*             h*     l* 
Figure 1.  a* Model  of dynamic dislocations in continuum (plate). d*  and e* two models of 
elementary dynamic dislocations. b*  Decomposition of the standard visco-elastic rolling element 
with properties of inertia translation and inertia rotation: Forces of dynamical interaction between 
decomposed parts. f*, g* and h*  experimental privets of material with dynamic dislocation with 
visco-elastic and translator and rotator inertia properties and l*  a standard visco-elastic element  with  
translator and rotator inertia properties as a model of dynamic dislocation in analogy with complex 
rheological element or standard hereditary element with  translator and rotator inertia properties. 
c*  an elementary part of plate with layer consisting by distributed dynamical dislocation in the form 
d* and decomposition b*. 

 
Constitutive stress strain relation between normal stress ( )( )tyxy ,,σ  and strain
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direction for ideally visco-elastic plate material is: yyy E εµεσ &+= . Partial differential 

equation of waves in  y  direction is [1,2,6,7]: 
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 Boundary conditions of the plate can be different, but in this example, we take into  
account that ends of the plate are free of the forces, and we can write: 
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 Initial conditions of the plate we take as a kinetic state at initial moment starting 
mathematical description of the waves in plate by initial displacements and velocities. 

Characteristic equation of the oscillatory dynamics in plate with layer containing 
distributed parallel dynamical dislocations is in the form [6,7]:  
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By introducing roots of the previous characteristic equation, we obtain infinite set 
of the characteristic numbers and corresponding eigen amplitude functions and time 
functions, and oscillatory displacement of the plate parts we obtain in the forms [7.7]:  
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4. Concluding remarks 
 

      Condition for existing visco-elastic plane oscillatory process in plate with layer 
containing distributed dynamical dislocations with constant characteristic numbers are 
compatibility between visco-elastic properties of plate and model of dislocations: 

c

b

E
=µ . 
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Abstract. We investigate damage accumulation in the fracture process zone using the fibre 
bundle model. The fibres are modelled as springs with a constant stiffness and randomly and 
independently assigned strengths. The simulations were conducted for uniformly distributed 
strengths for 300 and 1000 fibres. We found that the value of the normalised deformation 
modulus with respect to the normalised fibre stiffness controls the process of fibre breakage. 
The high values of the modulus (equal load sharing) lead to distributed accumulation of 
broken fibres and relatively low loads of full failure. Low values of the modulus (near 
neighbour load sharing) lead to clustering of broken fibres, generation of large avalanches 
and the increase in the ultimate failure load. 

 

1. Introduction 
Fracture propagation in brittle heterogeneous materials involves the development of a 
fracture process zone where the material undergoes transition from the intact to fully 
damaged states [1]. Amongst possible models of damage accumulation in heterogeneous 
materials, attractive are the fibre bundle models, which represent the accumulation of local 
damage in a heterogeneous material prior the ultimate failure as successive breakage of 
some fibres. The fibres simulate the spatial variability of local strength of the 
heterogeneous material. Each fibre, in the simplest case, is considered as an elastic spring 
stretched under the applied force. After loading to a certain limiting force (strength), the 
fibre breaks and does not offer any resistance to the force. The material heterogeneity is 
modelled by introducing random distributions of fibre strengths. Usually the uniform or 
Weibull distributions are used to characterise the strength variability and the fibre strengths 
are assigned independently. 

Here we use a 2D version of the fibre bundle model to simulate the damage 
accumulation in the fracture process zone. While the fibre strengths are independent, the 
forces they are acted upon depend upon the numbers and positions of broken fibres. This 
was investigated previously by modelling the crack as an infinite fibre bundle layer 
between two elastic beams [2] or semi-planes [3]. In modelling the fracture process zone 
there is another important factor – the positions of broken fibres with respect to the tip of 
the fracture process zone. This factor is investigated in the present paper. 

2. Fibre bundle model of the process zone 
Consider a semi-infinite crack in an isotropic plane with a process zone of length L 
consisting of a bunch of elastic fibres, Fig. 1. Fibres are considered to be located at equal 
step r. Uniform tractions p are applied to the crack faces over the process zone length. 
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Figure 1. Fibre bundle model of a fracture process zone. 

 
 

A fibre situated at a point t of the x-axis applies a pair of forces to the opposite faces of the 
crack. If the magnitude of this force is P, its contribution to the crack opening is [4]: 
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Here for the plane-strain approximation, E′=E/(1-ν2), E, ν are the Young’s modulus and 
Poisson’s ratio of the material.  

We now compute the displacement of the fibre located at point xm by summing the 
opening displacement created at a point xm by all fibres located at points xn and the opening 
displacement 2v0(xm) created by tractions p [4]  
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Thus for the equilibrium of the upper face at point xn we have  

( )kvsffkvxP nnnnnn 2,)( −Θ=−=  (3) 

Here k is the fibre stiffness, s1,…sN are the (randomly assigned) fibre strengths and Θ(s) is 
the Heaviside function. Factor fn=1 if nth fibre is intact, otherwise it is zero.  

The stretch of the fibre located at point xm consists of the displacement 2v0(xm) and the 
total displacement produced by all other fibres leading to the following linear system: 

1

( , ) ( , ) , , 1, ,
N

m n n m n m
n
n m

v A f v G x x Q x L p A k E m N∗

=
≠

′+ = = =∑ K

 (4) 

3. Computer simulations 
The computer simulations consist of steady increase in load p stepwise. At each step the 
broken fibres are identified and removed from the computations. The simulations are 
carried out until all the fibres are broken. In order to avoid the step dependence, we use 
variable steps; the step value is the minimal one that ensures that a new fibre is broken. The 
fibre is then removed and (4) is solved. The new distribution of displacements can cause 
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new fibres to break; these are removed as well. The process is repeated until all fibres that 
can be broken under the current load p are broken (avalanches can be generated in the 
process). Then a new load step and new value of p are calculated. 

We use uniform strength distribution in interval (0, 1). Thus all force variables are 
normalised by the maximum fibre strength. We also choose L=1 such that all length 
variables are normalised by the process zone length. We use the dimensionless stiffness 
(stiffness normalised by the maximum fibre strength and the process zone length) k=0.1 and 
the dimensionless values of the modulus E′=10, 100, 103, 108. 

Since the opening displacement at the crack tip is zero, the displacement in the fibre 
closest to the tip depends upon the distance to it and hence upon the number of fibres. In 
order to avoid this dependence we characterise the process zone failure as the load pmax 
required to break 90% of all fibres. Figure 2 shows the dependence of pmax on the 
deformation modulus E′ for the numbers of fibres N=300 and N=1000. It is seen that pmax is 
independent of the number of fibres. It is also seen that increase in the modulus leads to 
increase in the failure load. This can be interpreted in the following way. Let us split the 
length of the process zone into short intervals such that the load on the fibres within each 
interval can approximately be considered as uniform. (This can always be done for the 
intervals not very close to the crack tip.) Then the high modulus means that the broken 
fibres redistribute the load almost equally to the other fibres within that interval. Thus the 
high modulus corresponds to the equal load sharing model [5] applied independently to 
each interval. Decreasing the modulus leads to the increased influence of the elastic 
redistribution of the load after a fibre is broken. In particular, higher load is applied to the 
neighbouring fibres (near neighbour load sharing). This leads to clustering of the broken 
fibres and hence to the decrease in the full breakage load. 
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Figure 2. The load of breakage of 90% of fibres vs. the deformation modulus for 
different numbers of fibres. 

 
We now investigate the values of applied load needed to break a certain fraction of fibres. 
The fractions of fibres broken in the simulations are split into intervals (0-0.1), (0.1-0.2), 
…, (0.8-0.9). Within each interval we compute the mean value of the loads p that produced 
the fractions of broken fibres within each interval. These values normalised by the 
maximum loads, pmax, are shown in Figure 3. The picture gives further distinctions between 
the equal load sharing and the near neighbour load sharing (elastic interaction) cases. 
Firstly, low values of the modulus (near neighbour load sharing) produce large avalanches 
(indicated by ovals), which are the rapid increase in the fractions of broken fibres without 
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any appreciable increase in the load. Also, in the equal load sharing the main fibre failures 
occur in the beginning of the loading process, while in the near neighbour load sharing. 
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Figure 3. Average values of load p needed to break certain fractions of fibres.  

 

4. Conclusions 
The fibre bundle model of the fracture process zone shows that the values of the 
deformation modulus of the material as compared to the normalised fibre stiffness 
considerably influence the process of damage accumulation. When the material is stiff, the 
load supported by the broken fibres gets redistributed equally between all fibres. This 
produces relatively dispersed damage (broken fibre) accumulation without clustering and 
avalanches until the load is close to the total failure. Opposite to this, low stiffness of the 
material leads to increasing effect of elastic stress redistribution with the emphasis on the 
overloading the fibres near to the broken one. This leads to the reduction in the total failure 
load and the development of large avalanches. 
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Abstract. The CNT-epoxy coat was applied on mortar panels to shield electromagnetic waves originated from the 

outside in our previous study [1]. Electromagnetic interference (EMI) shielding effectiveness (SE) of CNT-epoxy 

coated mortar panels is numerically investigated in the present study. The commercial program HFSS (High 
Frequency Structure Simulator) [2] is used to simulate the EMI shielding performance of the mortar panels. The 

numerically obtained S-parameters of each specimen are compared with experimental data reported by [1] to 

assess the potential of proposed framework. Furthermore, the effect of detachment between mortar and CNT-
epoxy film on the EMI shielding effectiveness of the panel specimen is addressed. 

 

 

1. Introduction  

 

During the past few years, the growth in the use of electronic devices has resulted in a 

high volume of electromagnetic waves in residential and work area [3]. The unintended 

electromagnetic emissions have caused significant electromagnetic interference problems 

[4], thus electromagnetic interference (EMI) shielding performance of construction 

materials has been brought attention especially at the medical and military fields which 

require high degree of accuracy for using precise electronic devices [1]. Due to the impetus 

for the development of electromagnetic shield techniques, various kinds of construction 

materials have been investigated to satisfy both site application and EMI shielding 

performance [1,5]. In addition, numerical or analytical formulations to predict the EMI 

shielding effectiveness (SE) of construction materials have been studied. 

 

This study focuses on the simulation of EMI shielding performance of carbon nanotube 

(CNT)-epoxy film coated mortar panels. The simulation is based on a finite element (FE) 

program, which has been proven to be an effective and promising method for frequency-

domain analysis of volumetric structures [6]. The commercial FE program HFSS (High 

Frequency Structure Simulator) [2] used for electromagnetic field simulation is used here to 

analyze EMI shielding performance of CNT-epoxy film coated mortar panels. Appropriate 

properties of the CNT-epoxy film are determined in accordance with experimental data of 

[1]. With the determined properties, predictions of the EMI shielding performance on the 

panels considering various film thicknesses are conducted. In addition, the effect of 

detachment between the CNT-epoxy film and mortar on the EMI shielding performance is 

investigated. 
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2. Theoretical backgrounds 

 

2.1. Electromagnetic wave shielding mechanism 

 

When electromagnetic waves pass through a material, absorption, reflection and 

transmission of wave occurs coincidentally. Among those phenomena, EMI shielding 

performance of a material is based on the absorption and reflection ability. During the 

absorption, electromagnetic waves lose their energy while passing through the shielding 

material and the lost energy usually transformed to heat energy [7]. The reflection can be 

divided into external and internal reflections according to the reflecting side of a shielding 

material. The discontinuity of the impedance at the boundary of shielding material and air 

causes the reflection of electromagnetic waves [7]. 

 

2.2. S-parameter 

 

S-parameter (scattering parameter) is an indicator for the EMI shielding ability of a 

shielding material [3]. S-parameter is the ratio between output and input voltage in complex 

number and generally expressed in dB scale. When the wave port j radiates 

electromagnetic waves, the port i  receives the waves. The S-parameter of this system can 

be written as [3] 

ijS j          (1) 

or 

2 2( ) 20 log 20 log( )i
ij

j

V
S dB

V
 

 
      

 

   (2) 

In Eqs. (1) and (2),   and   are real and imaginary parts of the S-parameter, 

respectively, and iV  is the voltage receiving at the port i  and jV  is the voltage of an 

incident wave at the radiating port j .  

 

3. Numerical analysis 

 

The commercial program HFSS (High Frequency Structure Simulator, 2008) [2] is 

used as a simulation tool to predict EMI SE of CNT-epoxy film coated mortar panels. The 

material properties of CNT-epoxy film coated mortar panels are determined according to 

Nam et al. (2011) [1]. Two different types of specimen groups (Group A and Group B) are 

considered. Group A consists of specimens having thicknesses 0.1, 0.2, 0.3, 0.4 and 0.5 mm, 

while Group B consists of specimens having thicknesses 0.5, 1.0, 1.5, 2.0 and 2.5 mm, as 

shown in Figs. 1 and 2.  
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Figure 1. S-parameters for Group A 

 

 
Figure 2. S-parameters for Group B 

 

The detachment between the mortar panel and the CNT-epoxy film is also modeled to 

examine the influence of the detachment on CNT-epoxy film coated mortar panels. As 

shown in Fig. 3, three detachment cases (0.04, 0.08 and 0.12mm) are considered and 

simulated.  Details of the EMI shielding simulation of CNT-epoxy film coated mortar 

panels and influences of the detachment on the EMI shielding performance can be found in 

[8]. 
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 4 

The effect of cracks in CNT-epoxy film on the EMI shielding effectiveness of the 

panel specimens will be investigated in the future. 

 
Figure 3. S-parameters for detachment case 
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Abstract. The anisotropic elasticity damage mechanics is presented within the framework
of the classical theory of elasticity. Starting from the principle of strain equivalence, damage
tensor components are derived in terms of elastic parameters of undamaged (virgin) material
in closed form solution. The procedure was applied for several symmetries that are important
for applications.
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1. Introduction

In most of the existing damage theories, the damaged elastic strain-stress (or stress-strain)
response is formulated by using the notion of effective stress (strain) and the hypothesis
of strain (stress) equivalence or stress-energy (strain-energy) equivalence (Lemaitre and
Chaboche, 1985 [1], Voyiadjis and Kattan, 2006 [2]).

The damage variable (or tensor), based on the effective stress concept, represents
average material degradation which reflects the various types of damage at the micro-
scale level like nucleation and growth of voids, cracks, cavities, micro-cracks, and other
microscopic defects.

The effective stress σ̃σσ is the stress tensor to be applied to a virgin representative volume
element in order to obtain the same elastic strain tensor, εεεe, produced by applying the actual
stress tensor σσσ , to the damage volume element. Because the same elastic strain is considered
in both damaged and undamaged materials, that strain is considered to be the equivalent
strain.

By this definition often called the principle of strain equivalence, the actual stress and
effective stress satisfy the equations:

σi j = Ci jklεe
kl , σ̃i j = Ci jklεe

kl . (1)

In the virgin state, even in the most general case of anisotropy, there are only 21 independent
elements of the fourth-order elastic modulus tensor C as a result of general symmetry
requirements

Ci jkl = C jikl = Ci jlk = Ckli j, (2)

where the first three results from the symmetry of the stress and strain tensors and the last
from the existence of a strain energy function. The symmetry of C in (2) applied to C as well
and dictates a maximum of 21 independent elements.
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Following Cauvin and Testa (1999) [3], it can be shown that

σi j = Ri jklσ̃kl , (3)

where the fourth-order tensor R possess symmetry in successive pairs of indices.
It can be shown that R can be written in the form

R= I−D, (4)

where I is the unit tensor for the set of tensors with the symmetry of R is given by

Ii jkl =
1
2
(
δikδ jl +δilδ jk

)
. (5)

The forth-order tensor D is known as damage tensor.
Cauvin and Testa (1999) [3], have been shown that the actual number of independent

damage parameters in such a tensor is related to the material and damage symmetry.

2. General consideration

From (1)-(4) one can obtain

C= C−DC or Ci jkl = Ci jkl −Di jpqCpqkl . (6)

We note that
Di jkl = D jikl = Di jlk (7)

and, in general, Di jkl ̸= Dkli j. Hence, the fourth-order tensor D does not possess the
full symmetry of the elastic modulus tensors C and C, and has at most 36 independent
components.

Obviously, the number of independent elements of tensor D and their values are
determined by the value of tensors C and C. We investigate that assuming that C is always
given, and considering (6) as a linear equation with respect to C and D.

First. Assume that we want to find C for given D. Then D cannot be given arbitrary in
order to find C since we assume that C posses major symmetry. In that case D must satisfies
the condition

DC = CDT or in indices notation Di jpqCpqkl −Dkl pqCpqi j = 0. (8)

The symmetries in the elements of C and C impose, generally, 15 constraints on the
elements of D. Therefore, tensor D can not possess more than 21 independent components.

Second. We consider that C, C are given and we want to find tensor D. Since C is
positive definite there is always C−1 such that CC−1 = I. Thus

D= I−CC−1. (9)

Proposition 1 Damage tensor D, given by (9), always satisfies the constrain (8).

Proposition 2 The corresponding isotropy groups of tensors C and D are the same.

2

154 Jarić et al.



3. Damage tensor for anisotropic body

We proceed further by applying (9) for several crystal classes under the assumption that C is
isotropic elasticity tensor, i.e.

C = λ I ⊗ I +2µI. (10)

Then, Jarić at. all, (2008) [4],

C−1 =− λ
2µ(3λ +2µ)

I ⊗ I +
1

2µ
I. (11)

From this and (9) we obtain

D= I+
λ

2µ(3λ +2µ)
C I ⊗ I − 1

2µ
C, (12)

or, in componental form

Di jkl = Ii jkl −
1

2µ
Ci jkl +

λ
2µ(3λ +2µ)

Ci jppδkl . (13)

The term

Ai jkl =
λ

2µ(3λ +2µ)
Ci jppδkl (14)

does not posses major symmetry, i.e.

Ai jkl ̸= Akli j, (15)

and because of them Di jkl also does not posses major symmetry.
Now we are ready to apply (13) for following crystal classes defined by corresponding

elasticity tensor C (Srinivasan and Nigam (1969), [5]).
Orthotropic damage

Ci jkl = λ1δi jδkl +2λ2Ii jkl +λ3αiα jαkαl +λ4βiβ jβkβl +

+λ5(αkαlδi j +αiα jδkl)+λ6(βkβlδi j +βiβ jδkl)+

+λ7(αiα jβkβl +αkαlβiβ j)+λ8(αiαkδ jl +αiαlδ jk +α jαkδ jl +α jαlδik)+

+λ9(βiβkδ jl +βiβlδ jk +β jβkδ jl +β jβlδik)

2µDi jkl = 2(µ −λ2)Ii jkl +

+

[
λ

3λ +2µ
(3λ1 +2λ2 +λ5 +λ6)−λ1

]
δi jδkl −λ3αiα jαkαl −λ4βiβ jβkβl −

−λ5(αkαlδi j +αiα jδkl)−λ6(βkβlδi j +βiβ jδkl)−λ7(αiα jβkβl +αkαlβiβ j)−
−λ8(αiαkδ jl +αiαlδ jk +α jαkδil +α jαlδik)−
−λ9(βiβkδ jl +βiβlδ jk +β jβkδil +β jβlδik)+

+
λ (λ3 +3λ5 +λ7 +4λ8)

3λ +2µ
αiα jδkl +

λ (λ4 +3λ6 +λ7 +4λ9)

3λ +2µ
βiβ jδkl

3
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Hexagonal damage

Ci jkl = λ1δi jδkl +2λ2Ii jkl +λ3n3in3 jn3kn3l +

+λ4(n3in3 jδkl +n3kn3lδi j)+

+λ5(n3in3kδ jl +n3 jn3lδ jk +n3in3lδ jk +n3 jn3kδil).

2µDi jkl =

[
(3λ1 +2λ2 +λ4)

(3λ +2µ)
−λ1

]
δi jδkl +2(µ −λ2)Ii jkl −

−λ4(n3in3 jδkl +n3kn3lδi j)−
−λ5(n3in3kδ jl +n3 jn3lδik +n3in3lδ jk +n3 jn3kδil)−

+
λ (λ3 +3λ4 +4λ5)

3λ +2µ
n3in3 jδkl .

Notice that terms in boxes do not posses major symmetry, and so do corresponding damage
tensors. Cubic crystals

Ci jkl = λ1δi jδkl +2λ2Ii jkl +λ3nαinα jnαknαl ,

2µDi jkl =
1

3λ +2µ
[(2λ2 +λ3)−2µλ1]δi jδkl +

+2(µ −λ2)Ii jkl −λ3nαinα jnαknαl .

In this case damage tensor Di jkl possesses the same symmetry as tensor Ci jkl .
Isotropic damage

Ci jkl = λ1δi jδkl +2µ1Ii jkl , µDi jkl =
λ µ1 −λ1µ
3λ +2µ

δi jδ jk +(µ −µ1)Ii jkl .

Obviously, damage tensor Di jkl possesses the same symmetry as tensor Ci jkl .

4. Conlusion

In the present paper, starting from the principle of strain equivalence, the closed forms of
damaged tensors are derived for orthotropic, hexagonal, cubic and isotropic damage.
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Abstract. In this work, we present some important remarks on the lifetime of complex 
rubber parts under multiaxial loading conditions like simple shear with rotating axis. The 
results from the experiment are accompanied by FE simulations, which show the lack of 
hyperelastic models, used for estimating the inhomogeneous stress distribution in cyclic 
loaded rubber parts. 

 
 

1. Introduction 
 
To predict the service life of rubber parts by means of finite element simulations it is 
necessary to find a unique relationship between the varying operational loads and the 
corresponding material behavior. In general this relationship is experimentally investigated 
via cyclic uniaxial tension tests with varying load amplitudes and frequencies. The results 
are then used for lifetime simulations of complex rubber parts. The very fact of assuming a 
correlation between the uniaxial material response and the multiaxial stress state in a real 
rubber part is daring, since experimental tests like the simple shear test with rotating axes 
show that the service life strongly depends on the applied load type. A further drawback 
comes along with the wrong choice of material models for the elastomer. In the most 
components highly filled elastomers are used which show a strong inelastic behavior due to 
material softening, hysteresis and residual strains. These effects influence the structural 
behavior as well as the service life of rubber parts most notably in inhomogeneous and 
cyclic loading conditions. Pure elastic material models (e.g. [1] and [2]) are not able to 
describe these effects. A material model, which is able to describe the three mentioned 
phenomena in filled elastomers, is the so-called MORPH (Model Of Rubber 
PHenomenology) model [3,4]. In this work, we want to utilize this model to compare it 
with hyperelastic material models (e.g. Yeoh model) to highlight the drawbacks, if we 
choose pure elastic models in predicting the lifetime of rubber materials. 
 

2. Constitutive model 
 
The MORPH model has been originally proposed by Ihlemann and Besdo [3,4] and it is 
based on an additional split of the Cauchy stress σ  into three parts: 

 
2

' ' ( )= + −σ b σ 1iso Z q J
J
α

 (1) 
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wherein q is a pressure function depending on the Jacobian J, 'b iso  the deviatoric part of 

the isochoric left Cauchy-Green tensor, 

1 2 3( , , , )= Sp p p bα α  a function depending as well 

on material parameters 1 2,p p  and 3p  as on the history function Sb , which depends itself 

on the maximum value of the isochoric part of the equivalent left Cauchy-Green strain eq
isob  

at each material point during all loading cycles: 
 ( ) : max ( ), 0 = ≤ ≤ 

eq
S isob t b tτ τ  (2) 

The auxiliary stress σZ  is computed through its time derivative: 

 ( ) ( )5 :
3

' '

= − −

+ ⋅ + ⋅



σ σ σ d 1 σ

dσ σ d

eq
iso H Z Z

Z Z

bβ
 (3) 

wherein d  is the symmetric part of the rate of the deformation gradient,  ( )3 4, ,= Sp p bβ β  
a function depending on the material parameters 3p  and 4p  and the history function Sb  
and σH  the cladding stress defined by: 

 8
7exp

 
= +  

 

 

 

b b
σ

eq
iso iso iso

H eq eq
S iso iso

b p
p

J b Jb b
γ  (4) 

with  ( )5 6, ,= Sp p bγ γ . Hence, the MORPH model depends on 8 material parameters 

( )1 8, ,p p . A detailed derivation of the model can be found in [4]. 
 
To compare the model with a standard hyperelastic material model, we choose the Yeoh 
model defined by the following strain energy function:  
 ( ) ( ) ( )2 3

1 1 2 1 3 13 3 3 ( )= − + − + − + 1W p I p I p I q J  (5) 
Both models are fitted to a uniaxial tension test for a filled natural rubber (see Fig. 2). The 
resulting material parameters are summarized in Tab. 1. 
 

 
  Figure 2: Fitting of Yeoh and MORPH model to experimental data 
 

 
  Table 1: Material parameters for Yeoh and MORPH model 
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3. Simple shear with rotating axes 
 
A conclusive evidence for the inappropriate choice of a hyperelastic material model for 
predicting the lifetime of rubber material is shown by investigating a new experimental 
approach considering simple shear with rotating axes. The test rig for realizing the 
exceptional load type is drafted in Fig. 3. It consists of three parts, whereby, during a 
measurement, the outer parts are fixed in their position. The middle part has a degree of 
freedom in radial direction. For an experiment, two rotationally symmetric rubber samples 
are clamped into the rig in a double-sandwich-arrangement, each between one outer and the 
middle part. The experiment is initiated by the radial displacement of the middle part. Thus, 
a simple shear deformation is initiated in the samples leading to a radial force RF . The 
geometry of the samples is optimized in such a way, that simple shear is the predominating 
deformation throughout the whole volume. At the same time, the maximum load is located 
within the sample, far away from surfaces and contact areas, so that a failure is most 
probable in the interior. After initiating the simple shear deformation, one of the shafts of 
the outer parts is rotated to start a simple shear deformation with rotating axes. For inelastic 
materials, the middle part would move sideways due to energy-dissipation, as shown in the 
third image of Fig. 3. If it is restricted (fourth image in Fig. 3), a resulting circumferential 
force UF  can be measured instead.  
Fig. 4a shows the results of a long time fatigue experiment with the experimental rig, 
whereby the radial force RF  and the circumferential force UF  during the experiment are 
plot against the revolutions with a frequency of 1.5 Hz. The experiment has been carried 
out till failure of one of the samples in the double-sandwich-arrangement. During the first 
10000 cycles, stress softening effects can be observed in the curve progression of the two 
measured forces. The material becomes weaker and both forces decrease in the course of 
the experiment. Due to the work done by the circumferential force UF , the samples have a 
finite lifetime accompanied by an abrupt decrease of the resulting forces.  
For simulating this loading type we apply at first a shear load on the sample and afterwards 
we let rotate the lower and upper surface within one revolution. The resulting forces are 
plotted in Fig. 4b. By using the MORPH model (solid lines) we get the characteristic 
progress of the resulting forces RF  and UF . The magnitude of the values as well as the 
decreasing of the forces during the first revolution reflect very well the real material 
behavior as shown in Fig. 4. Since the test rig is fixed in longitudinal direction, the 
specimen cannot compensate the large shearing deformation thus, an additional positive 
force AF  in the axial direction is induced. This force cannot be measured with the test rig in 
 

 
  Figure 3: Sketch of the test rig. 

159Predicting the Lifetime of Filled Elastomers under Inhomogeneous Loading Conditions



 

 4 

its current state, but a modification of the machine concerning this point is in progress. By 
using the above fitted material models, the magnitude of the axial force is a fifth of the 
radial force. The ratio generally depends on the type of material. By using a hyperelastic 
material model like the Yeoh model the resulting forces are captured only partially. The 
radial force RF  and the axial force AF  can be modeled unless the decrease of both forces 
during the revolution is not reproduced. Obviously, this is an inelastic effect coming from 
material softening (Mullins effect). Even worse is the fact that the circumferential force UF  
cannot be displayed at all, since it is a force generated by inelastic phenomena, too. If we 
now want to predict the lifetime of the specimen utilizing a hyperelastic material model, the 
missing circumferential force in the system leads to a misleading prediction. In the worst 
case, it results in an infinite lifetime prediction, which is definitely unphysical. 

  Figure 4: a) Lifetime test with the new test rig: measurement of reaction forces FR 
   and FU until material failure. b) Reaction forces FR, FU and FA from FE simulations using  
  MORPH and Yeoh model. 
 
5. Conclusion 
 
In this work, we have presented a new test rig for applying simple shear with rotating axes. 
Due to these loading conditions, a finite lifetime of filled elastomers can be achieved. 
However, by simulating this experiment using a hyperelastic material model for the 
elastomer, no feasible measure can be evaluated, which correlates to the finite lifetime. In 
case of using the MORPH model, it is possible to analyze the occurring circumferential 
force and correlate it to the finite lifetime of the elastomer.  
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Abstract. The prediction of crack-growth rate, residual strength and fatigue life in the 

presence of multiple site damage (MSD), requires accurate calculation of the Stress Intensity 

Factors (SIFs) at each crack tip. The problem becomes more difficult when crack 
propagation has to be treated and therefore successive calculations are required. This paper 

describes the estimation of SIFs for typical aero structural configuration by easy-to-use 

approximate procedure, which is based on the principle of superposition [1]. The results 
obtained by proposed procedure were compared against values obtained by software for 

finite element analysis (FEA). Relationship between crack length and SIFs during crack 

growth was calculated in FRANC2D software, which is well known for its high accuracy. 
The comparison of the results has shown that solutions obtained by proposed method can be 

used for the SIFs predictions with acceptable accuracy. 

 

 

1. Introduction 

 

Multiple site damage (MSD) represents the simultaneous development of fatigue cracks at 

multiple sites in the same structural element. It became crucial investigation issue since the 

Aloha accident in 1988 [2, 3]. Many studies and analyses of this phenomenon have been 

carried out in recent decades. Overviews on analytical methods for MSD are provided in 

many scientific papers, such as [4]. But, the prediction of crack growth rate and residual 

strength of cracked structure demands accurate calculation of stress intensity factors. There 

are some available solutions, but only for simple geometry configurations [5]. However, 

there are no available analytical methods for SIFs calculations at the crack tips in case of 

complex structures with MSD. 

The solutions for these configurations require usage of finite element method (FEM), which 

can be very complicated and requires substantial computer resources. In [6] authors 

proposed an algorithm which can speed up the simulation of crack growth in MSD. Still, 
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the mutual influence of the adjacent cracks additionally increases the complexity of stress 

intensity factors determination. This is the main reason for introducing approximation 

methods and procedures that enable faster and simpler determination of SIFs in supporting 

aircraft structures with multiple cracks.  

So, finite element analysis, along with approximate methods, must be employed in order to 

provide fairly accurate solutions for SIFs, thus eliminating the need for expensive tests (this 

is why the experimental results reported in the literature are very limited). The aim of this 

paper is to show how SIFs calculations for structures with multiple cracks can be performed 

with the use of FEM based computer program and approximate numerical method based on 

the principle of superposition. 

 

2. Approximate method for SIFs calculation in a case of MSD 

  

The approximate procedure, for calculating stress intensity factors, was developed in [1]. 

This procedure is based on principle of superposition. 

BA

   

2r

b

3 2 14

L1

L2

 
 

a. Structural configuration with multiple cracks. b. Analyzed configuration with multiple cracks. 

 

Figure 1. Configuration with multiple cracks. 

 

According to this procedure, the SIF for opening mode of analyzed crack in any given 

configuration with n cracks (Fig. 1.a.) can be estimated with the use of: 
n

i
IidibIndnbIjdjbIdbBIjA

KcKcKcKcK
1

,,,1,1,
 , (1) 

where:  

 BIjA
K

,  - represents stress intensity factor for tip A, or B of analyzed crack in presence of 

all other cracks in configuration; 

IiK  - individual stress intensity factor of all cracks in configuration, i.e., stress intensity 

factors of auxiliary configurations; 

 dib
c

,  - the coefficient that takes into consideration influence of i-th crack on stress intensity 

factor of analyzed crack, (the influential coefficient of the analyzed crack on itself is 

1
,djb

c ). 

In this manner the analyzed complex configuration can be represented as a combination of 

several simpler (auxiliary) configurations. The number of those configurations is equal to 

the number of cracks, such that every auxiliary configuration contains only one crack. 

Hence, the determination of SIF at analyzed crack tip is reduced to determination of 

influence that every crack in the initial configuration has on the analyzed one. This 

influence is represented by corresponding coefficients. The influential coefficients were 
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estimated by the application of presented method on configuration with two unequal cracks 

in an infinite plate subjected to remote uniform stress, as shown in [7]. 

2.1. Numerical example 

 

In this paper, the SIFs were determined for a typical aero structural configuration. It is a 

thin plate with three circular holes subjected to uniform uniaxial tensile stress. Material of 

the plate is aluminium alloy Al-2024 T3 [8]. Middle hole has two radial cracks and other 

two holes have one radial crack. This configuration is shown in Fig 1.b. 

It should be noticed that for this type of aircraft structural element, the dominant fraction of 

loading originates from fuselage pressurisation, and thus, tension in the direction 

perpendicular to the middle line of the plate prevails. Hence, the determination of opening 

mode SIFs is sufficient enough. 

 

3. Finite element calculations of stress intensity factors 

 

The SIFs for analyzed configuration were also calculated in FRANC2D/L software, which 

is well known for its accuracy. FRANC2D/L is a highly interactive program for the 

simulation of crack growth in layered structures.  

The results obtained by described approximate procedure and by the use of FRANC2D/L, 

were compared against results obtained with open source finite element software 

CAELinux 2010. 

The SIFs are calculated for different models with different crack sizes for all the cracks in 

the configuration, but with same crack increment for all the cracks, because the service data 

shows that in MSD all cracks are roughly the same length [9] (“catch-up” phenomenon). 

The results are presented through normalized stress intensity factors (geometry factors β) 

for all cracks in analyzed configuration denoted as in Fig.1.b. The length of the cracks 1 

and 2 is marked as a1, and the length of the cracks 3 and 4 is marked as a2 (the model is 

symmetrical). The results are shown on Fig. 2 and Fig. 3. 
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Figure 2. Normalized stress intensity factors for crack tips 1 and 2  
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Figure 3. Normalized stress intensity factors for crack tips 3 and 4 
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As it can be seen from the graphs, there are excellent agreements between results obtained 

by finite element based computer program, approximate procedure which uses influential 

coefficients, and FRANC2D/L, especially for cracks 1 and 2. All differences are less than 

5%, except in two cases where difference was about 10%. Those cases are the ones where 

adjacent cracks were large, with plastic zones that suggest link up occurrence.  

For cracks 3 and 4, the agreements between results obtained by FEM based software and 

approximate procedure is excellent, but the solution obtained in FRANC2D/L differs more 

from these results, as the cracks grow. This can be explained by the fact that the interaction 

between the cracks was not quite adequate in case of FRANC2D/L model. This could be 

improved by better meshing of the region between the cracks and even crack numeration. 

Nevertheless, the obtained solutions for SIFs are absolutely acceptable from an engineering 

point of view. 

 

4. Conclusion 

 

Using commercial FEM software, which is currently widely available, the calculations of 

stress intensity factors for typical aero structural configuration with MSD were conducted. 

Those factors were also obtained by approximate procedure. The analysis of all results has 

shown that the obtained solutions can be used for the prediction of SIFs in analyzed 

configuration with acceptable accuracy, from the engineering point of view. The 

comparison between results also showed, the significance of accurate calculation of SIFs, in 

order to provide a better prediction of MSD phenomenon. 
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Abstract. A method is presented to establish accurately the interface forces (shear and 
tensile) between plate and beams in rib-reinforced plates and, thus, to control debonding. 
Contrary to other investigations, where the problem is highly simplified by assuming 
parallel beams, herein the beams may have an arbitrary relative orientation and inclined 
principal axes with respect to the plate plane. Numerical results are presented, from which 
useful conclusions are drawn for the response of the plate-beam system. 

 
 
 

1. Introduction 
 
A thin plate reinforced with beams is a type of composite structure, used in almost all 
modern engineering applications such as aircrafts, ship, building, bridges and machines. 
They offer an economical and functionally way of construction by increasing the strength 
and minimizing the weight. Ribs also increase considerably the buckling load, which is 
crucial in light structures. Plates and beams may be connected uniformly or at separate 
points, especially when they are made of different materials. Therefore, it is important to 
evaluate accurately the interface shear and tensile forces in order to control debonding and 
ensure the integrity of the composite structure. The debonding has been examined 
experimentally [1] and theoretically using semi-analytical [2] and numerical methods, such 
[3,4]. In all previous investigations the solution was highly simplified by assuming parallel 
beams with symmetrical principal axes. Herein, the plate-beam system is studied by 
extending the plate-beam model introduced by Sapountzakis and Katsikadelis [5] to enable 
analysis of plates stiffened by arbitrary oriented beams with principal axes inclined with 
respect to the plate plane. First the plate-beam model is presented and the differential 
equations for the plate and the beams are derived by minimizing the total potential. The 
AEM (Analog Equation Method) is employed to solve the resulting coupled differential 
equations and establish the interface forces. Numerical results are presented and useful 
conclusions are drawn for the response of the plate-beam system. The accurate computation 
of interface forces enables the control of the debonding between plate and beams. 
 

2. The plate-beam model and the governing differential equations 
 
We consider a thin elastic plate of uniform thickness h  stiffened by L  beams of length il  
 ( 0,1,2,..., )i L=  having arbitrary orientation under the transverse load ( , )g x y  and the 
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inplane boundary forces * *,n tN N . The plate occupies the two-dimensional multiply 
connected domain W  with boundary 0

K
i i=G È G  (Fig. 1). The beams have a uniform cross 

section with principal axes inclined with respect to the plate plane. The plate is supported 
along the boundary, whereas the beams may have point supports. 
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5beam
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Figure 1: Plate stiffened with beams (f=free, ss=simply supported, c=clamped). 
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Figure 2: Interface (a) forces (b) moments along the trace of the beam 

The model of analysis of the plate-beam system is shown in Fig. 2. The beams are 
separated from the plate by a section at the lower surface of the plate. Subsequently, the 
deformation of the plate and the beams under external loading and the unknown interface 
tractions is considered. The continuity conditions at the interfaces yield the necessary 
equations for the evaluation of the unknown interface forces. As the variations of the 
interface tractions ,t tx h  and tz  along the width t  of the contact area are unknown, we 
work with their resultants. Hence, we define the interface quantities. 
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/2

t

t
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-
= ò ,          

/2

/2

t

t
p t dh h h

+

-
= ò ,         
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t

t
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+
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/2

/2

t

t
m t dx zh h

+

-
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t
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-
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On the basis of the above consideration, we come across the following two problems. The 
overbar denotes quantities referred to the plate axes or beam principal axes. 
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2.1. For the plate 

The plate undergoes bending combined with inplane deformation. 

(i) Transverse deflection 

 

4 ( , 2 , , ) ( , , ) ( )

( )
[ ( ) ( )]

x xx xy xy y yy

j

j

D w N w N w N w p w p w g

m
p m

x x h h

h
z x

d h

d h
d h d h

h x

 - + + + + =

¶ ¶
+ - +

¶ ¶

å

å
     in W  (3) 

 

* * * *

* *
,

, , ( ) / or

or , ,

n n t t T t n

R n n n n

Vw N w N w k w s m n V w w

Mw k w M w w

xe+ + + + = =

- = =
      on G  (4a,b) 

 (ii) Inplane deformation 
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2.2. For the beam 

The beam undergoes biaxial bending and nonuniform torsion combined with axial 

deformation. 
(i) Axial deformation 

 EAu px¢¢ = -          0 lx< <  (7) 

 *N Px x=        or        u u *=    at  0,lx = ,      N EAux ¢=  (8) 

(ii) Bending about the h  axis 

 ( )IV IV
SEI w N w p w p mh x x z hh q ¢¢ ¢ ¢+ - + = +           0 lx< <  (9) 

 *Q N w P mz x z h¢- = -         or     w w *=       at  0,lx =     (10a) 

 *M Mh h=    or      w w *¢ ¢=      at  0,lx =     (10b) 

(iii) Bending about the in z  axis 

 ( )IV IV
SEI v N v p v p mz x x h zz q ¢¢ ¢ ¢- - + = -          0 lx< <  (11) 

 *Q N v P mh x h z¢+ = +   or  v v *=  and *M Mz z=   or  v v *¢ ¢=   at  0,lx =  (12a,b) 

(iv) Torsion about the x  axis 

 ,C CIV IV IV
t S S

I I
EI GI EI w EI v N p m p m

A A
w h z x x x x z hq q h z q q f f¢¢ ¢¢ ¢ ¢ ¢- + - - + = - +  (13) 

 * ,C
t
I

M N M p m
A

x x x z hq f f¢+ = + -      or      q q*=      at   0,lx =  (14a) 

 * * ,wM P Mx z hf f= - +        or       q q *¢ ¢=  at   0,lx =  (14b) 
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3. Numerical example 
 
The nonlinearly coupled equations combined with the continuity conditions are solved 
using the AEM [6] and the interface forces are computed. Several problems have been 
studied. In Fig. 3 results are shown for the rectangular plate of thickness 0.05 mh =  
reinforced with two beams of rectangular cross section ( 0.40 0.10´ ). The elastic constants 
of plate and beams are 210 MPaE = , 0.3n = . The results are compared with a FEM 
solution obtained from a three dimensional analysis (Fig. 3d).  

x

y

cc

f

f

6

beam 1

beam 2

0.5

1

1.5

1.5

0.5

3 2g(x, y) = 10 kN/m

 

0 1 2 3 4 5 6
-15

-10

-5

0

5

10

15

20

25

 (m)

in
te

rf
ac

e 
fo

rc
e

s 
(k

N
)

p
z

p


p

 x 10-1

0 1 2 3 4 5 6
-0.5

0

0.5

1

1.5

2

2.5

3

3.5 x 10
-4

 (m)

di
sp

la
ce

m
en

t a
t b

ea
m

 a
xi

s 
(m

)

u (present)
u (FEM)
w (present)
w (FEM)

 
Figure 3: (a) geometry of rib-reinforced plate, (b) transverse deflection surface of the plate, 

(c) interface forces (beam 1) and (d) displacements at beam 1 axis. 

4. Conclusions 
 
In this paper a method is presented for the analysis of plates stiffened with arbitrary 
orientated beams. The method enables the accurate evaluation of the interface, which may 
cause debonding, ensuring thus the integrity of the plate-beam system. 
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Abstract. Material conservation laws and associated path-independent integrals play a 

prominent role in the assessment of defects in structures. Especially Rice’s J Integral is 

widely used in fracture mechanics. For systems governed by a Lagrangian, the usual tool for 

the derivation of material conservation laws is the application of Noether’s first theorem in 
combination with Bessel-Hagen’s extension. The so-called Neutral-Action (NA) method is a 

different approach. Its advantage in comparison with the classical Noether’s approach lies in 

the fact that it is applicable to field equations that are not necessarily the Euler-Lagrange 
equations of a variational principle, i.e., for systems not governed by a Lagrangian. After a 

short review of the NA method a complete set of characteristics and the associated 

conserved currents are derived and interpreted in physical terms. 

 

 

 

1. Introduction 

 

Noether’s first theorem [1] and the Neutral-Action (NA) method [2] are competitive 

methods to derive conservation laws in field theories governed by a Lagrangian. If a 

Lagrangian is not available, only the NA method is applicable. Within this paper, we are 

concerned with the linear theory of elasticity. For a three-dimensional body made of 

homogeneous isotropic material (Lamé’s constants   and  ) we adopt the Navier-Lamé 

equations (cf., e.g., [3]), which read in the absents of body forces as 

 

  , ,( ) 0i i jj j jiu u                        (1) 

 

(displacements iu , an index following a comma denotes partial differentiation with respect 

to the indicated independent variable, summation is implied over repeated indices). 

 

The so-called characteristic functions if  leading to conservation laws are determined via 

the NA method by 

 

    ,0 .k i i i i i if f P    E                  (2) 
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( )kE  are the Euler-Lagrange equations and 
iP  are the conserved currents. With (2b), a 

conservation law is obtained, since integration over the volume V  of a Body B  and 

application of the divergence theorem (surface A  unit outward normal vector 
in ) leads to 

 

  , 0,i i i i

B B

P dV Pn dA


                     (3) 

 

giving rise to path-independent integrals. If we restrict the characteristic funtions 
if  to 

depend on the independent variables jx , the dependent variables, i.e., the displacements 

( )k ju x  and the displacement gradients ,mu  

 

  ,( , , )i i j k mf f x u u ,                  (4) 

 

a complete set of conservation laws can be derived [4], [5]. 

 

2. Conservation laws 

 

We will concentrate on two different groups of conservation laws. The first group follows 

from the characteristic 

 

  
,( ) b

i k i k ij jf b x u f u  .                  (5) 

 

with 

 

  

(0) (1) (2)

(1) (2)

(2 )

2
( 2)

2

k k nmk m n k k m km n n m

b

ij ijk k ij ij m m

b x x x x x x

n
f n x
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     

    


   

               (6) 

 

and describes material transformations ( ij  and ijk  are the Kronecker and the permutation 

symbol, respectively). The value of n  is equal to 3  for three-dimensional problems, equal 

to 2 for two-dimensional problems (plane strain) and equal to 1 for one-dimensional 

problems (tension and compression of bars). 

 

The four transformations (0)

j , 
(1)

n ,   and 
(2)

m  lead to the four conservation and balance 

laws [4], respectively 

 

Translation 
(0)

, , ,
0 : 0,j ij i ij ik k j i

b W u         

Rotation  
(1)

,
0 : 0,n nkj k ij k ij i

x b u        
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Scaling   
,

2
0 0,

2
j ij j ij

i

n
x b u 

 
   

 
 

Inversion  
(2) 0 (2 )m m k mk ikx x x x b 


  


                (7) 

  

  ,

,

2 (2 ) 2

1
(4 ) .

2

k m m k mk ik

m i mi m

i

x u n x u x u

n u u u u n n u u

 

   

   


    

 

 

 

The term ijb  is the by-know well-known Eshelby Tensor involving the strain-energy 

density W and Cauchy’s stress tensor 
ik . On integration over the volume V  of a body B  

and application of the divergence theorem, equation (7a) gives rise to Rice’s J  integral [6], 

which describes the energy-release rate due to the translation of a material inhomogeneity 

within the body. In a similar way, (7b) and (7c) resemble the L  and M  integrals 

introduced in [7], but discussed much earlier in [8]. The integrals L  and M  indicate the 

energy-release rates due to a rotation and a self-similar expansion of the inhomogeneity. 

 

Inversion does not give rise to a conservation law but rather a (more or less) trivial balance 

law. The ride-hand side of (7d) vanishes either under the unphysical condition 

( 3) : 3 7 0n     , i.e., Poisson’s ratio 7 8   or for the special case of an isochoric 

deformation, i.e., , 0k ku  . 

 

The second class of characteristics are scaled with the parameters of the material under 

consideration and are given by 

 

  ,( ) ( 2 ) ( )c

i m jk im ik jm j k im mf c x u f x u            

 

with a similar appearance for ( )mc x  and 
c

imf  as ( )kb x  and b

ijf  in (6), respectively. The 

conservation laws follow to be 

 

 Translation  (0)

,0 : 0,i ji jc    

 

 Rotation  (1)

3
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2 ( ) 0,

i ik k j k j

k m m j m jm j

x c u

u u u

       

  

   
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 Scaling  
, ,

2

, , , ,,

0 : ( )

1
( ) (3 7 ) ,

2

i ji i ji k k ji j i

j i i i j i i i j jj

x c u u u

u u u u u u
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             (8) 
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 Inversion (2)

, ,

,

, ,

1
0 : ( ,

2

, , ) ( , , )

1
(3 7 )( , , , ).

2

i i k ik jk k j m

j m j m
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 
   

 


 


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The tensor ijc  is given in displacement gradients as 

 

  

2

, , , , ,

, ,

1
( 2 )( ) ( )

2

( 2 )

ij k k ij j k k i i k

k k i j

c u u u u u

u u

     

  

    

 

              (9) 

 

and coincides with jiQ  in Olver’s paper [9]. Rotation leads again to a conservation law 

(8b), whilst scaling (8c) and inversion (8d) yield rather balance laws, the right-hand side 

being proportional to the same factor 3 7   as discussed above. The term in round 

brackets of (8d) are not given explicitly. They involve complicated combinations of the 

terms indicated within the brackets and do not disclose any physical interpretation. 

 

3. Applications 
 

On evaluating the proposed path-independent integrals around a crack tip, they prove to be 

favourable tools to calculate stress-intensity factors separately with advantages in the 

numerical implementation and in the accuracy obtained. In addition, defect interaction 

problems are investigated in terms of material reciprocity. Further, the potential and 

possibilities to apply conservation laws and reciprocity theorems in continuum damage 

mechanics are discussed. 
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Abstract. The subsea pipeline fabricated using HSLA-65 steel is used in high-

pressure/high-temperature environments. Because of the operation environments, the 
HSLA-65 steel has a temperature gradient in the thickness direction. Further, pipeline failure 

occurs frequently in these environments. High temperature and corrosion are known to be 

two of the major reasons causing pipeline failure. To prevent pipeline failure, an increased 
number of researchers are conducting extensive research on the structural integrity of these 

pipelines. In the present study, numerical studies for evaluating and predicting the nonlinear 

material behaviors as well as the failure characteristics of the HSLA-65 steel are carried out. 
First, temperature- and rate-dependent constitutive-damage models are introduced for 

describing the material nonlinearity and damage growth. The introduced constitutive-

damage models are implemented using ABAQUS as a user-defined material (UMAT) 
subroutine. Moreover, a structural analysis using the developed UMAT is carried out. 

 

1. Introduction 

 

Since the 1950s, many pipelines have been laid out for transporting oil and gas across the 

world. However, the number of accidents related to these pipelines has also increased 

considerably with the increasing number of operating pipelines [1-2]. Most of the pipelines 

are exposed to high-pressure/high-temperature (HP/HT) conditions during operation. The 

HT results in a temperature gradient in the thickness direction of these pipelines. Hence, in 

the present study, numerical studies for the evaluation and prediction of the nonlinear 

material behaviors as well as the failure characteristics of the high-strength low-alloy 

(HSLA)-65 steel are conducted. First, the temperature- and rate-dependent constitutive-

damage models are introduced for describing the material nonlinearity and damage growth 

[3]. The introduced constitutive-damage models are implemented using the ABAQUS as a 

user-defined material (UMAT) subroutine [4]. The numerical simulations are compared to 

the uniaxial tensile test results of the HSLA-65 steel to validate the proposed numerical 
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models and computational methods. Moreover, the developed UMAT is used for carrying 

out a structural analysis. 

 

2. Material Properties 

 

Table 1 shows the chemical composition of the HSLA-65 steel. The relatively high strength 

of HSLA steels is attributed to a combination of ferrite grain refinement and precipitation 

strengthening [5]. HSLA steel has good ductility and plasticity even at low temperatures 

and high strain rates [6]. Because of these advantages, this metal has been widely used in 

heavy industries. In particular, it is suitable for use in naval surface vessels, automobiles, 

and pipelines. Fig. 1 shows the tensile test result of the HSLA-65 steel. 

 
Table 1 Chemical composition of HSLA-65 (wt.%) 

C Mn Cu Si Cr Mo V Ti Al Nb Ni P S Balance 

0.08 1.40 <0.01 0.24 0.01 0.02 0.07 0.01 0.03 0.04 <0.01 0.005 0.005 Fe 

 

       
(a) Strain rate of 10-3/s                                                      (b) Strain rate of 1/s            

Figure 1 Representative tensile test of HSLA-65 steel [8] 
 

3. Isotropic Viscoplastic-Damage Model for HSLA-65 and Its Application to ABAQUS 

UMAT 

 

Bodner and Partom proposed a unified viscoplastic constitutive model (BP model) to 

represent inelastic creep behavior [7]. The BP model is applicable to a wide range of time-

dependent problems. In the present study, a viscoplastic constitutive model is developed 

based on the BP model. 

2

p
0ij

31
ε =D exp

2

n

ij

eff eff

SZ

 

   
    
   

    (1) 

The variable D0 denotes the assumed maximum plastic strain rate, which is generally in the 

order of 10
4
 [7]. The parameter n has a temperature-dependent value. The loading history-

dependent hardening parameter Z is a total hardening variable, which is referred to as an 

isotropic hardening variable in this study, and indicates the overall resistance level of 

materials to a plastic flow [7].  
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A damage evolution model is also taken into account in the constitutive relation to reflect 

the material damage based on the concept of effective stress [7]. The evolution of the 

material damage variable is expressed as 

( 1)/
1

ln

b b
b

Q
H

 



  

   
  

    (2) 

max 1

z

effQ I      
 

    (3) 

where b and h in Eq. (2) are the material constants [7] and 
Q

 is the assumed multiaxial 

stress function developed by Hayhurst and Leckie [9]. max 

 is the maximum tensile 

principal stress, 1I


 is the first stress invariant, r  is the material constant, and  , 


, and 


 are the stress function control parameters satisfying 
1    

. 

The aforementioned isotropic viscoplastic-damage model has been implicitly formulated 

and implemented using the ABAQUS user subroutine UMAT. In the present study, a 

constitutive equation is implemented as an implicit formulation using the definition of the 

algorithmic tangential stiffness (ATS) tensor [10].  

 

4. Comparison of Simulation and Experimental Results  

 

Fig. 3 shows a comparison of the stress–strain relation between the experimental and 

simulation results. The simulation results, which are obtained using the proposed isotropic 

viscoplastic-damage model for the RPUF, agree well with the experimental results. 

 

 
(a) Strain rate of 10-3/s                                                      (b) Strain rate of 1/s            

Figure 2 Comparison of stress–strain relation between experimental and simulation results  
 

5. Numerical Simulation applied to Pipeline under Internal Pressure 

 

In this section, we discuss the developed ABAQUS UMAT of the HSLA-65 steel used for 

making a pipeline under internal pressure. In this study, we use a quarter of the full model 

under symmetrical conditions. The outer diameter and wall thickness of the considered 

pipeline are 762 mm and 17.5 mm, respectively. A monotonically hydrostatic pressure is 

applied to the inner surface of the model. The FEA model considers the temperature 
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gradient along the thickness direction on the basis of a thermal transfer analysis of the 

pipeline. Fig. 3 shows the representative results of the pipeline FEA. 

 
Figure 3 Representative results of pipeline FEA 

6. Concluding Remarks 

 

In this study, numerical studies for evaluating and predicting the nonlinear material 

behaviors as well as the failure characteristics of HSLA-65 steel were carried out. The 

temperature- and rate-dependent constitutive-damage models were introduced for 

describing the material nonlinearity and damage growth. Further, the introduced 

constitutive-damage models were implemented using ABAQUS as a user-defined material 

(UMAT) subroutine. The simulation results were found to agree well with the uniaxial 

tensile test results of the HSLA-65 steel. Moreover, we could predict the failure of the 

pipelines on the basis of the simulated corrosion defects under an internal pressure 

condition using the developed ABAQUS UMAT. 
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Abstract: Efforts to improve models able to simulate damage distribution and its posterior 

localization in quasi-fragile materials as concrete and rocks are reported in this paper. The 
authors use a lattice model, increasingly employed in computational mechanics. The basic 

tool in the present study is a version of the so-called truss-like Discrete Element Method 

(DEM), which has been used with success in applications in solid mechanics problems 
where the simulation of fracture and fragmentation is relevant. It is shown that it constitutes 

a simple and versatile numerical tool to simulate anisotropic damage and its localization in 

quasi-fragile materials. Comparisons between several uni-axial constitutive laws are 

presented. The performance of the models examined in tensile tests allows the derivation of 

preliminary criteria concerning the influence of the constitutive law on the global results.  

Keywords: Fracture mechanics, crack growth, dynamic fracture, truss like discrete element 
method 

1. Introduction 

 

During the 1960s  an alternative set of computational methods, which do not use a set of 

differential or integral equations to describe the problem in its spatial dominium was 

introduced. Depending on the type of individual elements adopted, such as particles or bars, 

different methods were developed. In the process, an alternative approach has emerged, 

called by Munjiza [1] computational mechanics of discontinua, which is now an integral 

part of cutting edge research in different fields of solid mechanics.  

The lattice model used in the present paper adopted results from Nayfeh and Hefzy [2] to 

determine the properties of an equivalent orthotropic elastic continuum to model aircraft 

panels made of large numbers of small interconnected bars. This allowed the representation 

of an orthotropic elastic continuum using a regular truss lattice, to develop the DEM for 

solid mechanical problems, approach proposed by Riera[3] to determine the dynamic 

response of plates and shells under impact loading when failure occurs primarily by 

tension, which is generally the case in concrete structures.  Numerous applications of DEM 

to model shells subjected to impulsive loading (Riera and Iturrioz, [4] and [5]); fracture of 

elastic foundations on soft sand beds (Schnaid et al.[6]); dynamic fracture (Miguel et al. 

[7]); simulation of earthquake motions (Dalguer et al.[8]); scale effect in concrete (Rios and 

Riera[9]) and in rock dowels (Miguel et al.[10] and Iturrioz et al.[11]) and crack 

propagation (Kosteski et al.[11] were published subsequently. This version of the DEM 

constitutes a simple and versatile numerical tool to simulate anisotropic damage and its 
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localization in quasi-fragile materials. In this paper we examine the influence of the shape 

of the constitutive element law on the global response of the structure and we propose 

global parameters to evaluate the evolution of damage and quantify the level of 

localization. 

 

2. Truss-like discrete element method (DEM) 

 

The Discrete Element Method employed in this paper is based on the representation of a 

solid by means of a regular 3D arrangement of elements able to carry only axial loads 

shown in Fig 1.a and b The discrete elements representation of the orthotropic continuum 

was adopted to solve structural dynamics problems by means of explicit direct numerical 

integration of the equations of motion, assuming the mass lumped at the nodes. Each node 

has three degrees of freedom, corresponding to the nodal displacements in the three 

orthogonal coordinate directions. For an isotropic medium, the equations that relate the 

properties of the elements with the elastic constants are: 

 
9

4 8
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2 3

3
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in which E and  denote Young’s modulus and Poisson’s ratio, respectively, while An and 

Ad represent the areas of normal and diagonal elements. 
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Figure 1. DEM discretization strategy: (a) basic cubic module, (b) generation of prismatic body. 

(c) comparison between the different ECRs of the uni-axial DEM elements considered in the paper. 

 

The resulting equations of motion may be written in the well-known form: 

     0rx x F t P t   M C . (2) 

in which x  represents the vector of generalized nodal displacements, M the diagonal mass 

matrix, C the damping matrix, also assumed diagonal,  rF t  the vector of internal forces 

acting on the nodal masses and  P t  the vector of external forces. Obviously, if M and C 

are diagonal, Equations (2)  are uncoupled and may be integrated in the time domain using  

(c)   
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the explicit central finite differences scheme.  Since the nodal coordinates are updated at 

every time step,  large displacements can be accounted for in a natural and efficient manner. 

 

Riera [3] and Riera and Rocha [13] adopted the softening law for quasi-fragile materials 

proposed by Hilleborg [14], extending the Discrete Element Model to handle fragile 

fracture. The first constitutive law was the bilinear shown in Fig 1c, which was extensively 

used to simulate the behavior of quasi fragile materials. But in the present work alternative 

Element Constitutive Relationships (ECRs) were studied, namely the tri-lineal model  and 

the exponential softening model also shown in Fig 1c. Riera and Rocha [13] defined the 

toughness Gf as a random variable with a Weibull probability distribution with two 

parameters.  

 

3. Damage assessment 

 

In the ensuing comparison of the performance of the different laws, damage in an element 

is quantified by a dimensionless number between 0 and 1. This damage index is defined as 

the relation between the energy dissipated by damage and the energy necessary to fracture 

the area of influence of the element. This index, denoted as ID, aims at quantifying the 

scalar damage, by averaging the damage index of all 26 elements in a given cubic modulus. 

The directional index IDj , j=x,y,z quantifies damage in the coordinate directions x,y and z. 

The proposed damage indexes were computed in simulated square plates, fixed at their 

lower face and subjected to monotonically increasing displacements at nodes on their upper 

face, which induce a nominally uniform strain rate in the specimens. The plates were 

analyzed up to complete failure. In all cases, nodal displacements in the normal direction to 

the plate middle surface were restrained, in order to simulate Plane Strain conditions. It is 

important to notice that the specific fracture energy Gf is modeled as a random field.  

 

The plate final configurations, obtained with the three ECR exammined herein were 

similars, for which reason only one DEM rupture configuration is shown in Fig 2a. The 

global response in terms of stress and strain for the models using the three ECR is presented 

in Fig 2c. Also in this case the global responses are similar up to the maximum stress. After 

this point,  the differences among the responses increase. 
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Figure 2. (a) A typical DEM rupture configuration. (b) Damaged map in the white  point indicated in Fig (c). (c) 

Global Stress Strain curves for the ECR  proposed. 

 

x 

z 

179Simulation of Anisotropic Damage in Quasifragile Materials Using the Truss-Like 3D…



 

 4 

In Fig 2.b the scalar damage index ID at the point indicated in Fig 2c is shown for the three 

laws examined herein. In this case the three models presented similar patterns. Note also 

that an incipient coalescence of damage clusters, shown within dotted contours in Fig.2.b, 

may be perceived.  

 

4- Conclusions 

 
The theoretical basis of the truss like Discrete Element Method (DEM) is summarily 

presented. Three  Element Constitutive Relations (ECR) are described: Hilleborg’s Model, 

the tri-linear and  the exponencial softening models. A preliminary evaluation of these three 

models in a tensile test simulation is herein presented for only one set of parameters, that is, 

the same Gf  and the same p.  It is initially concluded that: 

-No perceptible difference was found between the three models up to the peak load. The 

influence of the softening shape on   global results was marginal, possibly due to the  

filtering effect of the randomness introduced in the models. 

-The proposed damage index captures incipient localization at the point indicated in Fig 2b,  

(see the dotted contours).  

 - Finally we suggest that the method proposed could be a useful tool to evaluate the 

transition between damage and fracture in solid mechanics problems. 
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Abstract. The paper presents an analysis of the results of continuous remote monitoring of 
crack displacements induced by vibrations from blasting and earthquake as well as daily 

changes of temperature and relative humidity on the house located at 950 m from the final 

contour of the open pit copper mine Veliki Krivelj Bor, Serbia. Cracks were observed in the 

period from early August to early November 2010. Along with crack monitoring, vibration 

monitoring instruments were also placed in the house for continuous measurement of blast-

induced vibrations. During continuous remote monitoring, the earthquake occurred on 
November 3rd 2010 with the epicenter located ten kilometers north of Kraljevo, Serbia. 

Vibration instruments recorded successfully the vibrations induced by earthquake. 

The measurement results showed surprisingly large crack response to daily variations of 
temperature and relative humidity. Crack displacements were several tens of times larger 

than the displacements due to vibrations from blasting while the maximum crack response 

from the earthquake was six times greater than that from blasting. 
 

1. Introduction  

Blasting is still the most effective and inexpensive method for primary fragmentation of 

hard rocks in mines. Some blasting effects are desirable while others are not useful and 

might be even dangerous for the environment [1]. The owners of residential structures 

located around the mine sites the appearance of new cracks on structures usually associate 

with blast-induced vibrations. Damage in buildings can be classified into two types: 1) 

cosmetic and 2) structural [2]. The formation of minor hairline cracks on drywall surfaces is 

referred to cosmetic damage while structural damage involves more major cracking. 

Basically, cracks are found to be caused by the following: differential thermal expansion, 

structural overloading, chemical changes in mortar, bricks, plaster, and stucco, shrinkage 

and swelling of wood, fatigue and aging of wall coverings, differential foundation 

settlement [3]. Crack response is measured in terms of crack displacement, i.e., change in 

crack width, rather than total crack width [4]. Therefore crack response may be positive or 

negative since it is a measure of change rather than absolute width. 

2. Remote continuous monitoring of crack displacement 

Crack displacements were being monitored continuously within the period from early 

August to early November 2010. Along with crack monitoring outside/inside temperature 
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and relative humidity were also measured. Sampling intervals were 1 and 2 min. During 

some blasting operations, crack displacements were measured directly with a sampling 

interval of 1 s. Also, high-speed crack monitoring was activated so the system recorded 

crack displacement 100 times per second. Along with the crack displacement measurement, 

blast vibrations were also measured with two four-channel vibration monitoring 

instruments [5]. Distances from the instruments to blasting sites were determined by the 

GPS system. During continuous remote monitoring, the earthquake occurred on November 

3
rd

 2010. The epicenter of the earthquake was located ten kilometers north of Kraljevo . The 

earthquake had magnitude of 5.3 (Richter magnitude scale) and took place at 01:56 local 

time. Vibration instruments recorded successfully vibrations from earthquake. 

2.1. The system for continuous remote crack displacement monitoring  

 

Continuous remote crack 

displacement monitoring was 

carrying out using the system [6] 

shown in Figure 1. The system 

consists of two data loggers, a device 

for data transmission and alarming, 

pc software and crack displacement, 

air temperature and humidity sensors.  
      Figure 1.  System for continuous remote crack monitoring 

Air temperature and humidity sensors are in data loggers. Measuring and storing rhythm of 

data loggers are adjusted via pc software. There is an option to activate high-speed crack 

monitoring with up to 100 Hz. Device for transmission and alarming is fully automated for 

data transmission via e-mail and for alarming via SMS or e-mail. Start time and data 

transmission frequency are configurable via pc software.  

3. The location of the house and monitoring 

instruments 

The house is located 950 m from the final 

contour of the open pit copper mine Veliki 

Krivelj, Bor, Serbia. Positions of the crack 

displacement sensors and vibration monitoring 

instruments are shown in Figure 2. Crack 

displacement sensors were mounted on the 

wall perpendicularly to the long direction of 

the crack in the plane of the wall. 

Figure 2. Plan view of the house showing the locations of 
the crack displacement sensors and vibration monitoring 

instruments, [7] 
 

4.  Analysis of results of the crack displacement measurements 

 

Figure 3a. shows blast vibration waveform recorded by vibration monitoring instrument 2 

during the blast carried out on August 7
th

 2010 at 13:05 h. The maximum peak was vertical 

peak particle velocity 0.66 mm/s with a dominant frequency of 12.5 Hz. Maximum charge 

weight per delay in this blast was 330 kg and the distance between the house and the 
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blasting field was 1425 m. Maximum displacements of both cracks induced by this blasting 

were 3 μm, (Figure 3b).    

     a)         b)   

Figure 3. a) Blast vibration waveform and b) maximum displacements of crack 1 and 2 due to the blast performed 

on August 7th 2010 at 13:05 h 

Within the whole observation period, the values of recorded peak particle velocities were 

far less then 5mm/s. According to the German standard DIN 4150–3.1999 [8] no cosmetic 

damage of residential structure is expected when peak value of any of three components of 

particle velocity is in the range of 5-15 mm/s at frequencies from 10 to 50 Hz. Sometimes 

the measured vibration velocities were under 0.5 mm/s (trigger level of the instruments). 

The values of crack displacement induced by blasting were in the range of 3 to 5 μm.  

Figure 4. shows measured peak particle velocity due to earthquake occurred on November 

3
rd

 2010 at 01:56 h.  The values of peak particle velocities recorded by the same instrument 

were: vertical peak 1.86 mm/s (freq. 

3.54Hz, dominant freq. 3.0Hz), 

longitudinal peak 1.77 mm/s (freq. 

3.64Hz, dominant freq. 2.4Hz) and 

transversal peak 1.75 mm/s (freq. 

5.04Hz, dominant freq. 2.1Hz). 

Maximum displacement of crack 1 due 

to the earthquake was 11 μm while the 

displacement of crack 2 was 18 μm, 

Figure 5. 
 

Figure 4. Measured peak particle velocities due to earthquake occurred on November 3rd 2010  at 01:56 h 

During the whole observation period the weather conditions varied, with outside 

temperature and relative humidity ranging between -2.5 °C and 35.7° C and 31.9 to 88.3 % 

respectively [7]. Within this period, the interior of the house was not heated. Figure 5. 

shows the measured maximum displacements of both cracks due to daily changes in 

temperature and relative humidity from October 24
th

 2010 at 14:52 h to November 5
th

 2010 

at 10:58 h. Measuring intervals of temperature, relative humidity and crack displacement 

were 2 min. Positive values in the graphic show shrinkage of crack while the negative ones 

show crack expansion. Time axis is divided into 720 (x 2min) or 24 h. Maximum shrinkage 

of crack 1 of 174 μm (peak to peak) was recorded from November 4
th

 2010 at 14:42 h to 

November 5
th

 2010 at 4:52 h and maximum expansion of 164 μm was recorded from 

November 4
th

 2010 at 8:12 h to November 4
th

 2010 at 14:22 h, [7,9]. These values of 

shrinkage and the expansion of crack 1 were also the highest values during the whole three 
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month observation period. Within the whole monitoring period, maximum shrinkage of 

crack 2 of 64 μm was 

recorded from August 23
rd

 

2010 at 20:13h to August 

24
th

 2010 at 8:10 h while 

maximum expansion was 

from August 27
th

 2010 at 

10:39 h to August 27
th

 2010 

at 17:14 h of 77 μm [7,9].  

 
Figure 5. Measured maximum 
displacements of both cracks due to 

daily changes in temperature and 
relative humidity from October 24th 

2010 at 14:52 h to November 5th 

2010 at 10:58 h with the 
displacements of both cracks 

induced by earthquake  

 

5. Conclusion 

 

Continuous remote monitoring of crack displacements on residential structure has shown 

that the effect of weather is not so negligible. Crack displacements caused by daily changes 

in temperature and relative humidity were several tens of times larger than the 

displacements due to vibrations from blasting. Some researchers [10] reported that the 

measured crack displacements induced by blasting when the peak particle velocity was 

even 10 mm/s were still only 1/6 those induced by daily temperature changes. It should be 

noted that when the blast operations are control and the levels of blast-induced vibrations 

are within the prescribed limits [8], there is no risk of damage to residential structures. 

Measured crack displacements induced by the vibrations from earthquake were six times 

greater than the displacements induced by blasting vibrations. 
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Abstract. The turbine housing of an exhaust turbocharger is exposed to extensive cyclic 
thermo-mechanical loading. Consequently, the design of the turbine housing becomes a 

major challenge in ensuring the guaranteed lifetime in relation to the high-temperature 

behavior of the materials. In a first step a phenomenological lifetime estimation approach 
together with a constitutive material model of Chaboche-type was developed and validated. 

The present study deals with the more detailed analysis of application-specific phenomena. 

The influence of strain rate and mean strain has been investigated on the austenitic casting 
material Ni-resist D5S within the framework of turbine housing design adaption. 

 

 

 

1. Introduction 

 

The most cost-intensive key component of a turbocharger is the turbine housing (T/H) that 

provides the kinetic energy required for charging. Numerous test stand runs are generally 

inevitable in order to find the appropriate combination of the complex design and the 

material. Hence, there is a demand for reliable calculation methods allowing lifetime 

assessment with respect to thermo-mechanical fatigue (TMF) early in the design process. 

Improvements in this respect could be showed in terms of coupling the numerical 

component structural analysis with a validated phenomenological lifetime estimation 

approach based on creep-fatigue interaction [1]. Both thermal shock tests on turbine 

housings and TMF tests on specimens subject to characteristic load conditions have been 

conducted for identification and verification purposes to adapt the lifetime approach for 

T/H design [2]. To improve the adaption process, the influence of strain rate and mean 

strain has been investigated as application-specific phenomena which could occur due to 

the arbitrary operation conditions. 

 

2. Lifetime assessment 

 

The constitutive material model of Chaboche-type [3], [4] applied in the preceding Finite-

Element analysis (FEA) is limited to rate-independent plasticity due to the balance between 

effort and quality. Time-dependent phenomena such as creep and stress relaxation, which 

are essential to calculate creep damage, are subsequently recalculated within the lifetime 

approach. 

The lifetime assessment is based on a phenomenological approach, see e.g. [5], to estimate 
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the number of cycles until crack initiation Nf. By applying the life fraction rule [6] for creep 

and Miner’s rule [7] for fatigue, failure is determined from the cycle at mid-life by the 

summation of fatigue damage LA and creep damage Lt, wherein both failure fractions are 

approximately independent of each other. The damage evaluation follows Equation (1) 

resulting in the material-specific creep-fatigue damage sum L. 

 

*

j j

t A f *
j fou j

t ( ) 1
L L N L

Nt ( )
 (1) 

Creep damage is calculated with respect to variation of stress during a cycle. When 

fulfilling the creep condition at an individual increment j within a cycle, the quotient of the 

corresponding incremental time interval length tj and the rupture time tu of the effective 

stress j
*
 during the increment is calculated. To obtain the effective acting stress j

*
, the 

stress relaxation of FEA resultant stress j is recalculated by the use of both, the Norton-

Bailey power law [8] to describe secondary creep and the time hardening rule. The stress 

relaxation term in Equation (2) is calculated with backstress Xj correction and by the 

subtraction of the continuous accumulated creep strain c,j multiplied by the Young’s 

modulus Ej at increment j. 

 
*

, , , 1 , ,  j j j j c j c j c j c jX E  (2) 

In the case of fatigue damage, it is proposed that the LCF life curves (see e.g. Figure 1) at 

maximum cycle temperature Tmax and minimum cycle temperature Tmin together with the 

maximum strain width range max be considered. In order to calculate a geometric 

temperature-dependent mean value of fatigue life Nfo at mid-life, the relationship in 

Equation (3) was introduced. 

 
fo f max max f max min

1 1 1 1

N 2 N ,T N ,T
 (3) 

 

3. Application-specific phenomena 

 

In general, isothermal strain controlled LCF tests are conducted by applying symmetric 

triangular shaped cycles fully reversed (strain ratio R =-1) without dwell period at a 

constant strain rate d =10
-3

s
-1

. The strain load is driven by the constrained thermal 

expansion of the T/H, so that several strain rates of lower magnitude as well as mean strains 

(R ≠-1) appear as a function of different T/H positions and time. Therefore, the influences 

of the application-specific phenomena strain rate d  and mean strain m on the LCF life 

curves and the deformation behavior at mid-life have been studied for Ni-resist D5S. The 

deformation behavior affects the calibration of the material model applied in the FEA, and 

the LCF damage behavior is important for the fatigue damage calculation. 

In Figure 1, the effect of the strain rate d =10
-3

s
-1

 compared to a power of ten lower strain 

rate of 10
-4

s
-1

 is shown. At moderate temperature around 200°C up to 500°C the LCF life 

curves in Figure 1 (a) illustrate two effects. At higher strain width range, the cycle number 

Nf decreases together with a lower strain rate. Due to the higher strain load and the lower 

strain rate, the superimposed creep damage should be the main damage mechanism. In 
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contrast to lower strain width ranges, the cycle number remains in the same range. It seems 

that in the latter case, the ductility of the material dominates the failure mechanism and 

creep, especially at lower loads, may become subordinate relevance. By increasing the 

temperature to 700°C the effect described at higher strains seems to be inverted, the life 

curves do nearly coincide. The ductility remains as the driving force for the cracking 

behavior. 

0,02

0,20

10 100 1000 10000 100000

n
o

rm
 S

tr
ai

n
 

, 
-

Number of Cycles Nf, -

200 C

700 C

(a)

400 C

500 C

800 C

D5S

d =10-4s-1

d =10-3s-1

 

0,0

0,2

0,4

0,6

0,8

1,0

0,0 0,5 1,0 1,5 2,0

n
o

rm
 S

tr
es

s 
, 

-

Strain , %

200 C

700 C

(b)

400 C

500 C

800 C

D5S

d =10-4s-1

d =10-3s-1

 
Figure 1. (a) LCF life curves and (b) Cyclic stabilized stress strain curves of D5S at strain 

rate of 10-3s-1 (black shaded line) and 10-4s-1 (gray shaded line), respectively. 

 

In terms of the stress strain behavior Figure 1 (b) demonstrates a significant drop in strength 

at 700°C caused by lower strain rate. 

The variation in strain ratio, Figure 2 (a), indicates a loss of cycle numbers together with 

higher mean strains at 200°C. This trend could also be observed at 500°C, but solely for 

higher strains. At 700°C together with the higher ductility the difference between these two 

strain ratios is negligible. Apart from scattering, an effect of mean strain on the cyclic stress 

strain behavior at mid-life could not be observed, see Figure 2 (b). The curves are nearly 

identically over the whole temperature range. By reaching the stabilized material condition 

the stress response is already relaxed. 
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Figure 2. (a) LCF life curves and (b) Cyclic stabilized stress strain curves of D5S at R =-1 

(black shaded line) and R =0 (gray shaded line), respectively. 
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4. TMF lifetime validation 

 

In terms of damage evaluation and 

validation of the lifetime approach, a 

test series of in-phase TMF tests under 

characteristic load conditions was 

performed on smooth specimens [1]. 

Considering the testing results carried 

out in the previous chapter, creep 

damage fraction Lt and fatigue 

damage fraction LA until crack 

initiation have been determined 

pursuant to Equation (1) by use of a 

representative cycle at mid-life; the 

results are shown in Figure 3 (a). By 

applying the evaluated mean creep-

fatigue damage sum, the recalculation 

of the cycle numbers until crack 

initiation Nf
e
 provides the TMF 

lifetime estimations shown in Figure 3 

(b). The results are compared to 

measured values Nf. 

 

5. Conclusion 

 

The lifetime estimation approach demonstrates a satisfactory estimated number of cycles 

until crack initiation on specimens, while the adaption for T/H design is still ongoing. 

Alternative fatigue damage methods, e.g. based on micro crack growth, are also focused. It 

is assumed that tensile and compressive stress has equal effect on creep, and no distinction 

is made when calculating the creep damage. But there is a demand for a refinement to 

describe creep characteristics. 
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Abstract. This investigation included experimental and numerical studies for the evaluation and prediction of 
nonlinear material behaviours, as well as the failure characteristics of reinforced polyurethane foam (RPUF). 
First, the failure phenomenon and stress-strain relations of RPUF are precisely investigated using systematic 
experiments. Next, in order to predict the directional material nonlinear behaviours, an anisotropic 
viscoplastic-damage model is developed. The proposed model is coded using the ABAQUS user subroutine 
UMAT. Finally, the numerical simulations are compared to the uniaxial tensile and compressive test results 
of RPUF to validate the proposed numerical models and computational methods. 

 

1. Introduction 
 
Reinforced polyurethane foam (RPUF) is commonly adopted in industrial fields owing to its advantages 
such as excellent thermal barrier performance, impact absorption, and light weight [1]. In order to design 
and fabricate a robust RPUF-based structure, it is essential to evaluate the static/dynamic material 
behaviour of RPUF. However, there is scant literature regarding experimental research on RPUF. The 
existing research focuses on the elastic-dominant material properties, molecular structures, etc. 
Hence, the present study examines the experimental basis and numerical studies for evaluation of the 
material nonlinear behaviours as well as failure characteristics of RPUF. First, the failure phenomenon 
and stress-strain relations of RPUF were precisely investigated using systematic experiments. Next, in 
order to predict the directional material nonlinear behaviours, an anisotropic viscoplastic-damage model 
was developed. The proposed model was coded using the ABAQUS user subroutine UMAT. Finally, 
the numerical simulations were compared to the uniaxial tensile and compressive test results for RPUF 
to validate the proposed numerical models and computational methods. 
 

2. Experimental Investigation of Anisotropic Material Behaviours of RPUF 
 
In order to investigate the material characteristics of RPUF, uniaxial tensile and compressive tests were 
carried out. Fig. 1 shows the experimental setup for each test and specimen. Each test specimen was 
fabricated regarding to x-, y- and z -axis direction in order to investigate the anisotropic material 
characteristics. 
Fig. 2 shows the tensile and compressive test results. The elastic modulus and yield/fracture stress values 
for the x- and y-axis are nearly the same. However, results for the z-axis are entirely different owing to its 
different material properties. 
 

3. Anisotropic Viscoplastic-Damage Model for RPUF and Its Application to ABAQUS UMAT 
 
In this study, a new anisotropic viscoplastic-damage model is proposed. There are lots of anisotropic 
viscoplastic(-damage) model for metal and nonmetal materials. However, the yield surface and loading 
dependence were not identified in their studies owing to the difficulty of defining these variables.  
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(a) Tensile testing facility and specimen (b) Compressive testing facility and specimen 

Fig. 1 Experimental apparatus and test specimens 
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(a) Tensile test (b) Compressive test 

Fig. 2 Representative tensile and compressive test results 
 
The current study developed an anisotropic viscoplastic-damage model that is characterized by the 
explicit yield criterion and loading-unloading conditions. The model was developed based on the 
Bodner-Partom isotropic viscoplastic model. Moreover, the different material behaviours under tensile 
and compressive loadings were considered to describe the brittle and ductile material characteristics with 
regard to the loading directions. 
The inelastic strain rate and the plastic multiplier for the anisotropic case can be modified as follows: 

6

1

D Tα αβ β
β =

= Λ∑     (1) 

0 2
2

2

3
n

D J

J Z
αβ

αβ

 
 Λ =
 
 

    (2) 

where Dα  and Tα  are the six-dimensional strain rate and the deviatoric stress, respectively; αβΛ  is the 

anisotropic plastic multiplier; Zαβ  is the anisotropic total hardening; 0D  is the limiting shear strain rate; 

n  is the strain rate sensitivity parameter; and 2J  is the second deviatoric invariant. Using the mapping 

algorithm, the anisotropic variables can be written as 

1 2 3 4 5 611 22 33 12 23 31

1 11 2 22 3 33 4 12 5 23 6 31

, , , 2 , 2 , 2

, , , 2 , 2 , 2

p p p p p pD D D D D D

T S T S T S T S T S T S

ε ε ε ε ε ε = = = = = = 

= = = = = = 

& & & & & &

  (3) 

The diagonal anisotropic total hardening rate for Zαα
±&  can be written as 
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where Zαα
+  and Zαα

−  are the hardness variables for the positive and negative plastic strain rate, 

respectively; q  is the part of the total hardening rate that is isotropic; and Sα  is related to the direct stress 

by 1 11S σ= , 2 22S σ= , 3 33S σ= , 4 122S σ= , 5 232S σ= , 6 312S σ= . The anisotropic total hardening 

rate can be broken down into a hardening part and a softening part, and each component can be defined 
as follows: 

1 2Z Z Z± ± ±= +& & &     (6) 

1 2 0Z Z+ += =& &     (7) 
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where 1Z −  is the pressure-free flow resistance, 10Z  is the initial value of 1Z − , m  is the rate of hardening, 

α  is the hardening parameter controlling the resumption of the strain hardening, 2Z −  is the asymptotic 

value of the end of the softening, 2sZ  is the saturation value of 2Z − , and h  is the rate of softening. 

In order to evaluate the damage evolution of RPUF, the Gurson-Tvergaard model was adopted. Based 
on this model, the void nucleation and growth of RPUF can be quantitatively described as follows: 
The void volume fraction rate f&  can be broken down into the void growth part growf&  and the void 

nucleation part nucf&  as follows: 

grow nucf f f= +& & &     (10) 

The void growth rate is given by the mass conservation principle as follows: 

-1
2
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f f q q f q p
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& &     (11) 

where hΣ  is the macroscopic hydrostatic stress, and 1q  and 2q  are material parameters. 

To capture the accelerated damage due to the cavitation of voids, according to the phenomenological 
hydrostatic stress-controlled nucleation law, the cavitation part can be expressed as follows: 

2

1010
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22
N h N
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f

sZsZ
f

σ σ σ
π

   =       

&&     (12) 

where s  is the standard deviation, Nσ  is the mean value of the hydrostatic stress, and Nf  is the volume 

fraction of the RPUF particles. 

191Effect of Anisotropic Characteristics on Failure of Reinforced Polyurethane Foam



 

 4

The aforementioned anisotropic viscoplastic-damage model has been implicitly formulated and 
implemented into the ABAQUS user subroutine UMAT. In the present study, the stress update 
algorithm is formulated on the basis of algorithmic moduli [2]. The optical size of the time increment 

t∆  and the corresponding strain increment are determined using the material Jacobian matrix. 
 

4. Comparison with Experimental Results 
 
Fig. 3 shows the comparison of the stress-strain relations between the experimental and simulation 
results. The simulation result, which was calculated based on the proposed anisotropic viscoplastic-
damage model for RPUF, coincided well with the experimental results. 
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(a) Tensile test (b) Compressive test 

Fig. 3 Comparison of stress-strain relation between experimental and simulation results 
 

5. Concluding Remarks 
 
This study proposed an anisotropic viscoplastic-damage model (with no yield surface and loading 
independence) for RPUF to predict the tensile and compressive stress-strain relation for this material. 
The model also considered the effects of the tensile/compressive loading directions and 
hardening/softening material behaviours. In addition, the proposed model was implicitly formulated and 
implemented into the ABAQUS user subroutine UMAT. The simulations were compared to the 
uniaxial tensile and compressive test results of RPUF to validate the proposed models and computational 
methods; it was confirmed that the simulation result coincided well with the experimental results. 
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Abstract. The nonlinear behaviors of concrete are governed by the constitutive model of 
concrete in the structural analysis. By appropriately considering the randomness and the 

nonlinearity, the stochastic damage mechanics of concrete has been systematically 

investigated by the author and collaborators. The achievements and recent developments are 
briefly reviewed in the present paper. It is found that the behaviors of concrete show strong 

dependent to the coupling of randomness and nonlinearity. And the random fluctuation of 

should be carefully considered to handle the failure of concrete structures. 

 

 

 

1. Introduction 

 

As is well known, concrete plays an essential role for the construction of infrastructures. On 

the other hand, some fundamental problems still remain controversial even in nowadays, 

especially for the constitutive modeling of concrete and nonlinear analysis for concrete 

structures. Actually, in the past 50 years, the developments of solid mechanics, including 

the nonlinear elastic theory, the plastic theory, and the fracture mechanics, have been 

introduced to simulate the mechanical performances of concrete. However, no widely 

accepted model has been established due to the extraordinary complexity of concrete 

materials. How to represent the performance of concrete still remains very challenging for 

the researchers and engineers. Since 1980s, the establishment of damage mechanics [1] has 

led to a series of substantial changes for the constitutive modeling of concrete. By taking 

this advantage, especially considering the observed nonlinearities and randomness of 

concrete, a complete framework of stochastic damage mechanics has been well developed. 

The present paper intends to present a summary of these works. 

 

2. Stochastic damage model of concrete 

 

We firstly propose a new bi-scalar elasto-plastic damage model [2] as the framework to 

describe the multi-axial behavior of concrete. Consider the strain split as follows 

 
e p

ε ε ε . (1) 
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Define the effective stress as the stress applying on the undamaged material, we have 

 0 : e
σ C ε . (2) 

where the forth order tensor 
0C  denotes the elastic stiffness tensor of the undamaged 

materials. To consider the tensile and the compressive loading conditions, define the 

decomposition of effective stress as follows 

 σ σ σ . (3) 

 

Then by introducing the Helmholtz free energy and using the law of thermo-dynamics, we 

obtain the damage model in multi-dimension. The stress-strain relation is 

 0( ) : : ( )p
σ I D C ε ε . (4) 

The evolution of plastic strain 
p

ε  could be defined by the effective space plasticity as 

follows 

 
( , ),   ( , )

( , ) 0,  0,  ( , ) 0

p p p p

p p

F

F F

σ
ε σ κ κ H σ κ

σ κ σ κ
. (5) 

The forth order damage tensor is 

 d dD P P . (6) 

where P  and P  are projection tensors; d  and d  are tensile and compressive 

damage variables. The evolution of damage variables could be defined by the energy 

equivalent strain [3] as follows 

 ( ),   ( )eq eqd F d F . (7) 

where 
eq

 and 
eq

 double be calculated by 

 

0 0

2 1
,

( 1)
eq eq

Y Y

E b
. (8) 

As is known, the damage evolution functions, e.g. ( )F  and ( )F , cannot be solved 

within the framework of continuum damage mechanics and thermodynamics. Thus we 

consider the mesoscopic stochastic damage model to develop the random evolutions of 

damage variables.  

 

On our investigations, noticing the development of the modern damage mechanics, we 

believe that the damage evolution process could be reflected by two basic damage 

mechanisms in micro-level: tensional damage and shear damage. Every kind of micro-

damage possess random fracture strain belong to specified probability distribution. 

Meanwhile, the plastic deformation should be considered in these micro models. On this 
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basic idea, two kinds of micro stochastic rupture-sliding models were suggested based on 

the classic parallel bundle model [4] (Fig. 1). Here the tensile element represents the tensile 

damage by the direct tensile rupture of a micro element, while the shear element 

experiences shear fracture of a micro element under compressive loading [5][6] (Fig. 2). 

The sliding part is introduced for both of the elements to describe the remnant deformation 

of concrete induced by the plastic deformation of cement matrix. 

 
 

x

y

F

F

Microscopic 

fracture 

    
Figure 1. Parallel bundle model                Figure 2. Microscopic tensile and shear elements 

 

The derived stochastic damage evolution function is expressed as 

 
1

0
( ) [ ( )]D H x dx . (9) 

( )x  is a 1-D randomness field defined on coordinate x . The knowledge of probability 

theory further gives the evolutions of mean value and standard deviation of damage as 

follows 

 1
2 2

0

( ) ( )

( ) 2 (1 ) ( , ; ) ( )

D

D

F

V F d F
. (10) 

By using the stochastic damage evolution (9) to substitute the damage evolutions in Eq. (7), 

the multi-dimensional stochastic damage model could be established. 

 

3. Stochastic nonlinear simulation of concrete structures 

 

Based on the proposed stochastic damage model, the stochastic nonlinear analysis of RC 

structures could be implemented. To investigate the stochastic nonlinear behaviors of RC 

structure and verify the above theory, we designed a series of experiments upon the RC 

short limb shear wall structures [7]. Four pins of shear wall structure were tested with the 

same experimental set-up (Fig. 3) and loading procedure, so that the variation of 

experimental results were totally induced by the randomness of materials. According to the 

material tests, the compressive strength and Young’s modulus of concrete are the primary 

random variables, with the mean values 40MPacf , 40GPacE  and coefficient of 

variation 10%. 
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Displacement (mm) 

Load (KN) 

 
Figure 3. Experimental set-up                                 Figure 4. Load-displacement curve 

 

The load-displacement curves are shown in Fig. 4. It is observed that all the tested curves 

are located within the domain defined by the mean value plus/minus standard deviation. 

The agreement between the experimentation and the second order results verifies the 

proposed stochastic damage model.  

 

4. Concluding remarks 

 

Obviously, even though the existing works have established a well-defined framework of 

the stochastic damage model for concrete, upon which a serious works still need to be done. 

Which may include: to consider the heterogeneous structure of concrete material in a 

proficient way; to describe the transfer and fluctuation of randomness among different 

scales; to design and control a structure based on the stochastic nonlinear analysis, etc. 
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Abstract.  A  Voronoi cell model including not only the reference particle laid inside the 
Voronoi cell but also its intermediate neighboring particles is presented. Based on 
kinematical and kinetic analysis of a reference Voronoi cell and the homogenization 
procedure, the micromechanically informed constitutive relation of effective anisotropic 
Cosserat continuum element for granular materials is formulated. The material damage of 
effective anisotropic Cosserat continuum is defined as a reduction in the meso-mechanically 
based macroscopic elastic modular tensor. The anisotropic damage factor tensor and related 
damage effect tensor for Cosserat continuum are formulated in terms of the micro-structural 
parameters and their evolutions in the scale of the Voronoi cell. The numerical results 
demonstrate the applicability and performance of the derived micromechanically informed 
anisotropic damage factor tensor and its principal directions and values.   

 

 
 

1. Introduction 
 
As a micromechanically informed macroscopic constitutive model for granular materials is 
concerned, one has to perceive its local character due to the heterogeneity and anisotropy of 
microstructures of granular materials. The homogenization procedure to determine the 
constitutive model and failure behaviors of macroscopic effective continuum should be 
performed in the meso-scale, in which one focuses on the mechanical behavior of a typical 
small group of particles consisting of a reference particle and its surrounding intermediate 
neighboring particles. To describe mesoscale mechanical behavior of the small group of 
particles, in which voids and discontinuities exist, a Voronoi cell model including not only 
the reference particle laid inside the Voronoi cell but also its intermediate neighboring 
particles is presented. The Voronoi cell model can be used to describe local micro-
structures including local void ratio around a particle and to characterize contact topology 
of the particle with its intermediate neighboring particles and its evolution. 
 
2. Constitutive relations and modular tensors for Voronoi cell of Cosserat continuum  
 
To study the mechanical behaviors of the Voronoi cell as an individual Cosserat continuum 
element it is desired to not involve explicitly the translational and rotational displacements 
of the intermediate neighboring particles. To achieve this objective the translational 
displacements of the intermediate neighboring particles should be expressed in terms of the 
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displacements of the spatial contacting points of the reference particle, which are located on 
the boundaries of the Voronoi cell and where the neighboring particles contact with the 
reference particle; meanwhile, the rotational displacements of the intermediate neighboring 
particles will be approximately expressed in terms of the curvatures defined as the gradients 
of the micro-rotation for the Voronoi cell and the orientations of the lines linking the 
reference particle with its intermediate neighboring particles.         
With kinematical and static analysis of moving pair of grains in contact and the 
homogenization procedure, micromechanically informed non-linear constitutive relations 

for the average Cauchy stresses A
ji  and couple stresses A

ji  exerted on the Voronoi cell A 

in the two dimensional case can be expressed in the forms  

       Ap
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A
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where Ap
ji and Ap

j3 stand for reductions of average Cauchy stresses and couple stresses due  

to relative plastic displacements of the neighboring particles in contact with the reference 
particle A, and are determined by means of Coulomb law of friction. The elastic parts of  

A
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with the micromechanically informed elastic modular tensors given by  
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where  is the number of intermediate neighboring particles of the reference particle A, 

 denotes the volume of the Voronoi cell A associated with particle A. is the 

Heaviside unit function, depending on the value of evaluated by relative translational 

displacements at time 

m

AV )( OAt
nuh

OAt
nu

t of the center of particle A and the contacting point O  of the 
particle A with one of its neighboring points, and embodies loss and generation of contact 
for a reference particle with one of its surrounding intermediate neighboring particles. 

 are radii of the particle A and one of its intermediate neighboring particles. 

 are components of the local Cartesian coordinate axes t and n assigned to 

the particle A with the coordinate origin set at the contacting point O . are 

stiffness coefficients for normal compression, sliding and rolling frictions, rolling friction 
moment between two particles in contact, and 
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It is noted that the neighboring points are generally distributed in an anisotropic manner 
around the particle A  in both geometrical and material senses. As a consequence, in 
contrast with the classical isotropic Cosserat continuum, coupled elastic modular tensors    

m

e
jilD and  are no longer equal to null.  e

lijD 3
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3. Micromechanically informed macro-damage characterization of anisotropic 
Cosserat continuum  
 
Eq.(2) can be expressed into a matrix-vector form given by 

EDΣ  e                                                                                            (7)   
where and hereafter for clarity in expression of equations, superscripts or subscripts 
and the overbars to express the average values of  stresses and strains are omitted, i.e.     

eA,  
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Denoting two principal damage axes “1” and “2” with their orientations identified in terms 
of the inclined angles  ,  to the x axis in the x-y orthogonal coordinate system, the stress 

vectors ,μ referred to the two principal coordinates are written in the forms σ
  TTT μσΣ  , ,      T21122211 σ  T3231 μ                         (12)        

They are related to the stress vectors σ ,μ referred to the  x-y coordinates as 
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~  ，  μTμ  ),(                                                                         (13) 

The effective Cauchy stress  σ~  and effective couple stress μ~ referred to the principal 

damage axes may be expressed as 
                σMσ ~ ,         μMμ ~                                                                                  (14)    

where the material damage effect matrices ,  referred to the  principal damage axes 

are assumed to take the forms as follows 
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The relations between the effective stress measurements  μσ  ~,~  and   μσ  , referred to the 

x-y coordinates become                                                 
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In view of the anisotropy in both material modular matrices given by Eq.(10) and material 
damage effects and the effect of rigid body rotation from the initial (undamaged) to current 
(damaged) configurations of the Voronoi cell, the damage effect matrices  can be 

expressed in terms of  the degradation in the elastic modular tensors given by 
 MM  ,

                     1
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The subscripts “0” and “t” stand for the elastic modular matrices at initial and current 

configurations respectively. R̂ and R
~

are the 4×4 and 2×2 matrices of rigid body rotation 
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of of the Voronoi cell for the 4×1 stress vector and  2×1 coupled stress vector 
respectively. It is assumed that damage effects due to the degradation in the coupled elastic 
modular tensors are omitted. With the micromechanically informed  given 

by Eq.(18) and Eq.(17), the directions of the principal damage axes 

 DD ,  MM  ,

 ,  and the principal 

damage values shown in Eqs.(15)-(16) can be determined.            
 
4. Numerical examples 
 
An anisotropic Voronoi cell representing a reference particle with its intermediate 
neighboring particles at its undamaged configuration is shown by Fig.1(a). It is assumed the 
small group of particles represented by the Voronoi cell experiences a rigid body rotation of 

and a deformation resulting in material damage characterized by loss of contacts of 
the reference particle with one or two of its intermediate neighboring particles with grey 
color shown by Fig.1(b) and (c) respectively. It is observed that the principal damage 
directions and principal damage values to characterize the macroscopic material damage for 
the Voronoi cell of effective Cosserat continuum are well identified in terms of derived 
micromechanically informed formulations. In addition, the micro-mechanical mechanisms 
resulting in macroscopic material damage, i.e. loss of contacts of the reference particle with 
its intermediate neighboring particles and volumetric dilatation, are revealed.   

060

 

(a)   (b)    (c) 
 
Figure 1. Micromechanically informed macroscopic principal damage directions and values. (a) undamaged cell 
with void ratio e = 0.1254; (b) damaged cell:    ,0972.0

,5746.0

ependent elastoplastic 

,4357 11d

, 31

0 d

-d

.0,0972.0 ,101,0 3231

00  dd
0,4131.0,4567.0 1222  dd ,0972.0 21 d

,5746.0 22 d

modelling of str

e = 0.2466. (c) damaged cell:   150,60  

,3922.0,5746.0,3283.0,3618.0 21121132  dddd e = 0.3226. 
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Abstract. The development of a simple and effective concrete damage model for earthquake 
engineering applications is examined in this paper. This constitutive model consists of a 

modified uniaxial version of the Faria– Oliver model and takes into account most of the 

basic traits of concrete under monotonic static and dynamic loading, like the different 
response under compression and tension, the stiffness reduction with the increase of external 

loading and the appearance of softening behavior. A fiber beam-column element is 

investigated, which adopts the proposed concrete damage model and the Menegotto–Pinto 
approach for steel rebars. Then, these constitutive models are implemented into the 

ABAQUS general purpose finite element program to provide simple and effective 

computational tools for the seismic inelastic analysis of general 3-D reinforced concrete 

(RC) framed structures. The proposed method is demonstrated and verified by characteristic 

numerical examples where it is shown that the proposed damage model can describe 

successfully the complicated behavior of reinforced concrete under extreme seismic loads.  

 

 

 

1. Introduction  

 

The seismic inelastic analysis of RC structures is examined in this study based on the 

principles of damage mechanics. The fiber model involves the subdivision of any shape of 

concrete and steel rebars’ composite section into small elements which are assumed to be in 

a state of uniaxial stress. The coupled effect between axial force and bi-axial bending 

moments can be straightforwardly taken into account. Effects such as concrete confinement 

and steel rebars buckling can be simulated through indirect consideration, through the 

stress–strain relations. One of the most crucial effects for the concrete behaviour has to do 

with the cracking process. This phenomenon can also be simulated using smeared crack 

approaches, e.g. using continuum damage mechanics constitutive models. Among others, 

one can mention here the concrete damage models of Mazars [1], Faria-Oliver [2], 

Hatzigeorgiou et al. [3], which have been proposed for the concrete modelling under 

multiaxial stress or strain state. This work proposes a modification of the uniaxial version 

of the Faria-Oliver damage model [2].  

The paper is organized as follows. In the first part, the formulation of the uniaxial damage 

model of concrete is presented. Then, the Menegotto-Pinto model [4] for steel rebars is 

briefly described. These models are efficient for members under axial force with biaxial 
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bending moment and are implemented into the general purpose finite element program 

ABAQUS [5]. The paper concludes with critical comments related to the accuracy and 

applicability of the proposed method examining characteristic numerical examples. 

 

2. Constitutive modeling 

 

In the context of damage mechanics, uniaxial effective tensile and compressive stresses can 

be expressed as  

      0E          0
pE                                  (1) 

where E0 is Young’s modulus of concrete,  the uniaxial strain,  

p
 the plastic strain. The 

tensile and compressive equivalent effective stress can be defined as 

  

1
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3
K                             (2) 

where  
and 

are uniaxial effective tensile and compressive stress and K is a material 

constant. The damage criteria will be introduced as 
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where r
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 are the current damage thresholds, which control the level of the 
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where A
, A

 and B
are model parameters. The cyclic stress-strain curves of the 

modified model as well as the original model are shown in Fig.1.  
 

  

Figure 1. Concrete damage model Figure 2. The MP model for steel rebars 
 

The Menegotto-Pinto (MP) model [4] has been extensively applied for the simulation of 

steel rebars under cyclic loading. The MP model has been adopted by many researchers 

examining RC structures under seismic loads [1], due to its advantages, e.g., it satisfies with 

enough accuracy the experimental tests, takes into account the Bauschinger effect, etc. This 

model appears in Fig. 2.   
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3. Numerical applications  
 

3.1. Damage analysis of a 3-D frame subjected to earthquake 
 

This section examines the seismic damage analysis of a three-dimensional five-storey RC 

frame (C30, S335). The ground-plan layout of the frame is shown in Fig.3. The height of 

the first floor is 4.0 m while the other floors have height equal to 3.3m. The columns 

section dimensions are 500mm×500mm and for the beams are 300mm×600mm. The 

thickness of the floor slab is equal to100mm. The finite element model of the frame is also 

shown in Fig.3 using sufficient number of fibers in the cross section and number of 

elements along the members. The bi-directional horizontal components of Imperial Valley 

earthquake (El-Centro 1940) are examined which excite the base of the structure.  

 

 

Figure 3. 3-D RC frame under consideration 

 

Figure 4 depicts the damage at various stages where the damage evolution appears to be 

gentle. Although the frame was damaged severely, local or global collapse does not occur. 

 

 
 

 

 

 

 

 

 
 

 

 
 

 

Figure 4. Tensile damage evolution process 
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3.2. Shaking table test of a RC bridge pier  
 

The simulation of a shaking table experimental test of a RC bridge pier [6] is examined in 

the following. The geometry of the examined specimen is shown in Fig.5. The top 

horizontal displacement time history of the examined bridge pier under Kobe earthquake is 

shown in Fig.6a, where results between the experimental test and the proposed method are 

in good agreement. Figure 6b depicts the tensile damage evolution process of the external 

(more distant) concrete fiber. 
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Figure 5. Geometry of bridge pier Figure 6. Selected analysis results 

 

4. Conclusions 

A new uniaxial damage model of concrete has been proposed and applied to the static and 

seismic analysis of various reinforced concrete members and structures. The model leads to 

a unified treatment of monotonic or cyclic, static or dynamic problems. The model 

simulates the seismic behaviour of reinforced concrete structures in an accurate and 

efficient way using the fiber model. The proposed constitutive relations have been 

implemented in the general finite element program ABAQUS. Various numerical examples 

have demonstrated the accuracy, efficiency and applicability of the proposed method. 
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Abstract. A Linear Complementarity numerical approach is presented for the unilateral 
contact problem of the seismic soil-pipeline interaction under degradating environmental 
effects.The nonconvex unilateral contact conditions due to tensionless and elastoplastic 
softening-fracturing behaviour of the soil as well as due to gapping are taken into account. 
The numerical approach is based on the one hand on a double discretization, in space by 
FEM and /or BEM and in time, and on the other hand on  mathematical programming. The 
number of the problem unknowns is significantly reduced to the unilateral ones concerning 
the damage behaviour and a nonconvex linear complementarity problem is solved in each 
time-step. 

 
 
 

1. Introduction  
 
Damage Mechanics problems can be treated numerically as Inequality Problems of 
Engineering. The governing conditions of latter problems are equalities as well as 
inequalities. Mathematical Programming methods and optimization procedures have been 
used successfully for such inequality problems in Contact Mechanics and Elastoplasticity, 
since long time, see e.g. [1,2,8]. Recently, the Linear Complementarity approach has been 
also applied for Damage Mechanics problems [3-4].  
In this paper, dynamic soil-pipeline interaction under environmental damage effects is 
considered as a Damage Mechanics problem and treated numerically as an Inequality 
Problem. The relevant inequalities are first due to interaction stresses on the transmitting 
interface between the structure and the soil, which are of compressive type only. Further, 
due to in general nonlinear, elastoplastic, tensionless, fracturing etc. soil behaviour under 
degradating environmental effects [5-7], gaps can be created between the soil and the 
structure. Thus, during strong earthquakes or due to high-speed trains, separation and uplift 
phenomena are often appeared, as the praxis has shown [6,7]. The proposed numerical 
method is based on a double discretization (in space and time) and methods of nonlinear 
programming. Thus, in each time-step a non-convex linear complementarity problem 
involving a reduced number of the problem unknowns is solved. 
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2. Method of analysis. 
 
First, a discretization in space, by combining the finite element method (FEM) with the 
boundary element one (BEM), is used for the soil-pipeline system. The horizontal pipeline 
is discretized into beam finite elements. Each pipeline node is considered as connected to 
the associate soil nodes on both sides through two unilateral (interface) elements, , see e.g. 
Fig. 1(a). Every such u-element consists of an elastoplastic softening spring and a dashpot, 
connected in parallel, and appears a compressive force p(t,y) only at the time-moments t 
when the pipeline node comes in contact with the soil node. The relevant constitutive 
diagramme for the spring non-convex compressive force p(y) is shown in Fig. 1(b).  
 

 
Figure 1:  (a) Soil-pipeline system and (b) unilateral, degradation soil behaviour in loading-unloading with 

remaining gaps under environmental effects. 
 
Function p(y) is mathematically described by the following, in general nonconvex and 
nonmonotone constitutive relation: 

   p(y)  ∈  Cg Pg (y),    (1) 
where Cg  is Clarke's generalized gradient and Pg ( ) the symbol of superpotential 
nonconvex functions [8]. So, rel. (1) expresses in general the elastoplastic-softening soil 
behaviour, where unloading-reloading, gapping, degradating, fracturing etc. effects are 
included.  
For the herein numerical treatment, p(y) is piece-wise linearized, as in plasticity [1-4], in 
terms of non-negative multipliers z(t) and interaction forces r(t). So the conditions for the 
assembled soil-pipeline system are written in matrix form (underlined symbols) as follows: 

  M ü(t) + C ú(t) + K u(t) = f(t) + A z(t),   (2)
 H(t) = B r(t) - H z(t) - k,     h(t) ≤ 0,      z(t) ≥ 0,      zT.h = 0.  (3) 

Here, eq. (2) is the dynamic equilibrium condition, and  relations. (3) constitute a Linear 
Complementarity set, which concerns the unilateral, piece-wise linearized constitutive 
relations for the damage-interface. Dots over symbols denote, as usually, derivatives with 
respect to time t. M, C and K are the mass, damping and stiffness matrix, respectively; u(t), 
f(t) are the displacement and the force vectors, respectively; A, B are kinematic 
transformation matrices; h and k are the yield potential vector and the unilateral capacity 
vector, respectively; and H is the unilateral interaction square matrix, symmetric and 
positive semidefinite for hardening elastoplastic soil case. But in the case of soil softening-
damage, diagonal entries of H are nonpositive [2-4]. The mathematical treatment of the so-
formulated inequality problem of rels. (1)-(3) can be realized by the variational and/or 
hemivariational inequality approach [8]. 
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Further, the procedure described in [9] is followed. So, applying a time discretization and 
eliminating some problem unknowns, we arrive eventually at relations of the form: 

 h n =  D n z n + d n,      z n  ≥  0,     h n  ≤  0,     z nT.h n  =  0.     (4) 
Here D n ,  d n are known quantities from previous time-steps and the unknowns z n concern 
unilateral damage-contact quantities of the interface only. Thus, at every time-moment  t n = 
n.Δt, where Δt is the time step, the problem of rels.(4) has to be solved. This problem is a 
Non-Convex Linear Complementarity Problem (NC-LCP), and is solved by available 
methods and computer codes of nonconvex optimization [8-10]. 

3.  Numerical example 
 
An empty horizontal steel cylindrical pipeline of length L = 200 m, outside diameter 1 m, 
thickness 1.5 cm, elastic modulus 21*107 KN/m2 and yield stress 50 KN/cm2 is considered. 
As depicted in Fig. 1(a), the pipeline is clamped by the two anchor blocks A and B 
imbedded into a rock soil. The soil, into which the horizontal pipeline is buried, has an 
elastoplastic behaviour as in Fig. 1(a) and consists of two regions: the first (I) is soft soil, 
degradated due to environmental actions [5-7]  with a shear modulus Gi = 5000 KN/m2, the 
second (II) is hard (non-degraded) soil with a shear modulus Gii = 100000 KN/m2. The 
parameters for the soil elastoplastic behaviour in Fig.1(b) are taken to be [6] a = pu.b,  b = 
100 m-1, where it is pu = 100 KN/m2 for the soft region (I) and  pu = 2000 KN/m2 for the 
hard region (II).  

 
Figure 2:  Gaps along the pipeline at times t1 = 0.6 sec and t2 = 2.1 sec. 

 

 
 

Figure 3: Soil-pressure distribution at the time t1 = 0.6 sec 
 
Further, the seismic ground excitation is assumed to be a sinusoidal horizontal wave 
propagation parallel to the pipeline axis (Fig. 1), with mean speed vg= 0.4 km/sec in the soft 
region (I) and vg  = 0.8 km/sec in the hard one (II), frequency fg = 10 rad/sec, duration T  =  
2 π  /fg  and maximum ground displacement wo = 5 cm. Thus the horizontal ground motion, 
perpendicular to the pipeline axis x, is expressed mathematically by the following relation, 
where H(t) is the Heaviside function: 

  ug (x,t)  =  wo sin(t-x/vg) .{H(t-x/vg)-H(t-x/vg-T)}.  (5) 
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Some representative results from the numerical ones, obtained by applying the presented 
procedure, are here reported. So in Fig. 2 the gaps along the pipeline due to permanent soil 
deformations are shown for the time moments t1 = 0.6 sec and  t2 = 2.1 sec. The difference 
of the gap widths in the soft and in the hard soil region is remarkable. On the other hand, in 
Fig. 3 it is shown the distribution of the soil-pressures at the time  t1 = 0.60 sec. The stresses 
in the soft region are smaller than in the hard one. Furthermore, a concentration of stresses 
is observed around the pipeline middle C, where the soil quality changes. 
 
4   Concluding remarks 
 
Linear Complementarity approaches can be efficiently applied in Damage Mechanics for 
simulating and numerically solving praxis problems. As the above indicative results of the 
numerical example show, unilateral contact effects due to tensionless soil capacity, 
degraded by environmental effects,  and to gapping may be significant and have to be taken 
into account for the resistant construction, design and control of buried pipelines against 
earthquakes. These effects can be numerically estimated by the herein presented procedure, 
which is realizable on computers by using existent codes of the finite element method 
(FEM), the boundary element method (BEM) and optimization algorithmes. 
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Abstract. A new one-dimensional constitutive model for the bovine cortical bone tissue is 
proposed to predict the experimental viscoelastic-viscoplastic-damage behaviour in creep-

recovery tests. The material parameters are determined by fitting experimental results. The 

derived algorithm for the integration of the proposed constitutive model is implemented in 
the finite element formulation. The computational algorithm shows an excellent capability to 

describe the tensile behaviour of bovine cortical bone for the specific mechanical condition 

analyzed. 

 

1. Introduction  

 

Numerous investigations have been carried out during the past decades to evaluate 

nonlinear time-dependent response of bone tissue [1]. It has been found that cortical bone 

behaviour under tensile creep loading is characterized by three crucial regimes. The first 

regime is linear viscoelasticity for stress levels below some threshold value of stress. 

Beyond this value, the second and/or third regimes, which correspond to the damage and 

viscoplasticity modes, start. The second damage mode represents the generation and 

opening of microcracks leading to a stiffness (modulus) reduction and permanent strains. 

The third viscoplastic mode is due to friction of the closing (or sliding) of microcracks 

leading to permanent strains but no extension of damage [2].  

In recent years, the ideas and approaches developed for engineering materials are used for 

the modelling of bone behaviour [3-5]. Numerous attempts have been made to simulate and 

predict the viscous damage behaviour of bone in a computer model, combining the 

continuum mechanics theories with the finite element (FE) analysis, but the obtained 

solutions still have some shortcomings ([2-5]). Constitutive models, which have to 

represent the bone behaviour realistically, form the core of a finite element formulation. 

An algorithm which enables numerical modelling of viscoelastic-damage behaviour of 

cortical bone is proposed in [6]. The present paper is a continuation of that work where the 

viscoplastic deformation associated with creep and creep-damage is detailed analyzed for 

more accurate predictions. The paper is concerned with the experimental and finite element 

modelling of the viscoelastic-viscoplastic-damaging behaviour of bovine cortical bone. The 

bone behaviour is modelled by using the theory of viscoelasticity, viscoplasticity and 

continuum damage mechanics based on the thermodynamics of irreversible process [3]. 

Based on the experimental results constitutive model is developed and implemented into 

the finite element code ABAQUS/Standard. The accuracy of the computational procedure 

is tested by comparing the computed results with the own experimental data.  
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2. Constitutive model 

 

A schematic representation of the stress history and strain response of cortical bone during 

the creep and recovery period is presented in Fig. 1.  

 

Figure 1. Shematic representation of the stress history and strain response during the creep-recovery period. 

 

Constitutive equations, originally developed by Abdel-Tawab, Weitsman and Dasappa et al. 

[3, 4] for engineering materials, are employed here to model the viscoelastic−damage-

viscoplastic cortical bone response. Assuming small strains, the total creep strain ( )t  is 

additively decomposed into the viscoelastic part coupled with damage
D

VE
 , and the 

viscoplastic part 
VP

( )t , as follows 

 
D

VE VP
( ) ( ) ( )t t t    . (1) 

As shown in authors' previous paper [6], the viscoelastic strain coupled with damage may 

be expressed in the following form 
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where J0, J1 and  are the viscoelastic material parameters. In Eq. (2) KT is the ratio of 

“damaged” and initial compliance and tc is the normalizing constant defined as 
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where a, b, C, r and w0 are the damage parameters. According to Dasappa et al. [4], the 

following viscoplastic model, initially proposed by Zapas and Chrissman, is adopted 
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where A, m and n denote the viscoplastic material parameters, while D

th  and VP

th  are the 

threshold values of damage accumulation and viscoplastic accumulation, respectively. 

Thus, viscoplastic model considers the viscoplastic strain as a nonlinear function of stress 

and time. 

 

3. Experiments 

 

The experimental samples for the study were taken from the middle portion of the tibial 

diaphysis of a 7.5-year-old bovine. The shape and dimensions of the specimens are shown 

in Fig. 2. By using an industrial water jet cutting device, the samples were cut in the form 

of plates with a rectangular cross section (thickness δ = 3 mm) along the longitudinal axis 

of the bone. Thereafter, tensile cyclic creep and recovery tests are carried out at room 

temperature on a Messphysik Beta 50-5 testing machine at eleven different stress levels 

between 20 and 120 MPa. Each test consisted of 60 s of tensile creep at constant stress 

level, followed by 300 s of recovery per cycle. The results presented in Fig. 3 are average 

values from six tests at each applied stress level. From obtained experimental results, 

material parameters for the proposed constitutive model are determined, and are listed in 

Table 1. The value of damage parameter w corresponding to the failure of the material is 

denoted by wF in Table 1. The procedure proposed by Dasappa et al. [4] for the 

determination of material parameters is used in this study. 

    
 

Figure 2. Specimens shape and dimensions. 

 

Table 1. The material parameters determined by fitting experimental results of creep-recovery tests. 

Parameters Values Parameters Values 

viscoelasticity 

J0 (MPa-1) 4.4749.10-5 

damage 

σth
D (MPa) 91.4 

J1 (MPa-1.s-γ) 7.7233.10-7 C (MPa.s-r) 826.905 
  0.2335 r 2.2265 

viscoplasticity 

σth
VP (MPa) 28.61 wF 0.9912 

A (MPa-mn.s-n) 1.2913.10-7 w0 0.0488 

m 2.1711 a 2.222.10-19 

n 0.6582 b 8.9044 

 

4. Numerical formulation and results 
 

Within the framework of numerical investigations a computational algorithm for the 

integration of the proposed constitutive model is derived. The derived integration algorithm 

and the corresponding tangent stiffness are implemented at the material point level of the 

one dimensional finite elements in the software ABAQUS/Standard by using the user-

defined material subroutine UMAT. In order to validate the numerical algorithm, the creep 

and recovery simulation results are compared with the experimental data. Fig. 4 shows a 

comparison between the experimental data and the model predictions for creep strain over 

one load cycle at stress level of 110 MPa.  
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a)  b)  

Figure 3. a) Creep and b) recovery deformations as a function of time for stress levels between 20 and 120 MPa 

 

 
Figure 4. A comparison between the experimental data and the predictions for creep strain (σ=110 MPa). 

 

5. Concluding remarks 

 

A one-dimensional constitutive model and a computational algorithm for bovine cortical 

bone are developed to simulate the viscoelastic–viscoplastic-damage behaviour occurring 

during creep-recovery tests. The accuracy of the computational procedure is verified by 

comparing the model predictions with the experimental data. Thereby, the creep and creep-

recovery deformation processes in cortical bone at different loading levels are considered. 

The model predictions are found to be in good agreement with the real experimental data. 
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Abstract. Attention in this work is focused on developing computation procedures and 
software of aircraft structural components with respect fatigue and fracture mechanics. 
Computation method is based on combining singular finite elements to determine stress 
intensity factors for cracked structural components with corresponding crack growth lows 
that include effect of load spectra on number of cycles or blocks up to failure. Procedure is 
applied to aircraft structural components. In this investigation Strain Energy Density (SED) 
method is used in domain total fatigue life of structural components under general load 
spectrum up to crack initiation and crack growth. The SED method is based on using low 
cycle fatigue (LCF) properties for crack initiation and crack growth analyses [1,2]. To 
determine analytic expressions for stress intensity factors (SIF), that are necessary in crack 
growth analysis for residual life estimation,  singular  finite elements are used. Crack growth 
analysis of cracked structural elements is based on conventional Forman`s low and Strain 
Energy Density (SED) conceps. To demonstrate efficient computation procedure in fatigue 
life estimation here numerical examples are included. Computation results are compared 
with correspond experiments. Good agreement between computation and experimental 
results is obtained. 

 

1. Introduction  
 
Many failures of structural components occur due to cracks initiating from the local stress 
concentrations. Attachment lugs are commonly used for aircraft structural applications as a 
connection between components of the structure. In a lug-type joint the lug is connected to 
a fork by a single bolt or pin. Generally the structures which have the difficulty in applying 
the fail-safe design need the damage tolerance design. Methods for design against fatigue 
failure are under constant improvement. In order to optimize constructions the designer is 
often forced to use the properties of the materials as efficiently as possible. One way to 
improve the fatigue life predictions may be to use relations between crack growth rate and 
the stress intensity factor range. To determine residual life of damaged structural 
components here are used two crack growth methods: (1) conventional Forman`s crack 
growth method and (2) crack growth model based on the strain energy density method. The 
last method uses the low cycle fatigue properties in the crack growth model1,2. 
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2. Determination of Fracture Mechanics Parameters of Lug Structural Components 
 
Here are considered cracked aircraft attachment lugs, Fig 2.1. Once a finite element 
solution has been obtained, Fig. 2.2, the values of the stress intensity factor can be extracted 
from it. To determine Stress Intensity Factors of cracked aircraft attachment lugs here two 
approaches are used: (1) Method based on J-integral approach and (2) Method based on 
extrapolation of displacements around tip of crack. 
 

16
0

44
.4

R20

R41.65

83.3

t = 15 mm

a

F = 6371.6 daN  
Figure 2.1: Geometry of cracked lug 2 

 

 
 

Figure. 2.2. Finite Element Model of cracked 
lug with stress distribution 

The path-independent J-line integral which was proposed by Rice is defined as 
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where W is the elastic strain energy density, Г  is any contour about the crack tip, Ti and ui 
are the traction and displacement components along the contour and s is arch-length along 
the contour, x1 and x2 are the local coordinates such that x1 is along the crack.   
 
3. Crack growth models  
 
Conventional Forman`s crack growth model is defined in the form3 
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n
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where KC is the fracture toughness C, n – are experimentally derived material  parameters. 
The strain energy density method can be written as1,2 

 
( ) ( )2

//

/

/4
1

thI
ffn

KK
IE

n
dN
da

Δ−Δ
−

=
εσ
ψ

,                                  (3.2) 

where: σf
/ is cyclic yield strength and εf

/ - fatigue ductility coefficient, ΔKI is the range of 
stress intensity factor, ψ - constant depending on the strain hardening exponent n/, In

/  - the 
non-dimensional parameter depending on n/.  ΔKth is the range of threshold stress intensity 
factor and is function of stress ratio i.e. 

ΔKth= ΔKth0(1-R)γ,      (3.3) 
ΔKth0 is the range of threshold stress intensity factor for the stress ratio R = 0 and γ is 
coefficient (usually, γ = 0.71).  
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4.  Numerical validation  
 
Subject of this analyses are cracked aircraft lugs under cyclic load of constant amplitude 
and spectra. For that purpose conventional Forman crack growth model and crack growth 
model based on strain energy density method are used. Material of lugs is Aluminum alloy 
7075 T7351 with the next material properties: σm=432 N/mm2  ⇔ Tensile strength of 
material, σ02=334 N/mm2, KIC=2225 [N/mm3/2], Dynamic material properties (Forman`s 
constants): C=3* 10-7,  n=2.39; Low cycle fatigue material properties of material are: 
σf

/=613 МPа,  εf
/=0.35,  n/=0.121.  

 
4.1. Determination of stress intensity factors 
 
Here are determined stress intensity factors of cracked lug, defined in Figures 2.1 and 2.2 
using different computation methods. The stress intensity factors (SIF`s) of cracked lugs are 
determined for nominal stress levels: σg = σmax=98.1 N/mm2 and σmin=9.81 N/mm2.  The 
corresponding forces of lugs are defined as, Fmax= σg (w-2R) t = 63716 N and Fmin= 
6371.16 N, that are loaded of lugs. For stress analyses contact pin/lug finite element model 
is used.  Results of SIF`s are given in Table 4.1. Good agreement between FE and analytic 
results is evident. 

 
Table 4.1. SIFs of cracked lugs using J-integral approach and Displacement Extrapolations 

Analytic solution4   : КI=  65.621  
Results of FEM4   : КI=  68.784 

 
4.2. Comparisons SED and conventional approach for cracked lug under load 
spectrum  
 
For cracked lug No.2, Figure 2.1, with crack through the thickness the crack growth 
behavior under load spectra is considered. Detail experimental investigations of cracked 
lugs are given in reference [4]. In Figure 4.1 are shown results of crack growth results for 
cracked lug using two methods: (1) conventional Forman`s method3 and (2) strain energy 
density method4 (GED).  
  

Path of Ј-
integral on 
locations „w“ 

Crack 
Length J-integral approach 

Method of  
Displacements 
Extrapolation  

 а = 5mm J-integral KI KI KII KIII 
 2D 0.581 65.582 69.592 5.7803 0.000 

Path 1  
w=0.0 mm 3D 0.609 67.136 60.439 10.003 5.967 

Path 2 
w=4.75 mm 3D 0.637 68.669 66.090 8.221 2.099 

Path 3 
w=7.50 mm 3D 0.640 68.809 66.180 8.234 0.000 
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Figure. 4.1 Comparisons crack growth behavior using GED and Forman`s methods  
 

5. Conclusions 
 

This investigation is focused on developing efficient and reliable computation methods for 
residual fatigue life estimation of damaged structural components. A special attention has 
been focused on determination of fracture mechanics parameters of structural components 
such as stress intensity factors of aircraft cracked lugs. Computation prediction 
investigations for fatigue life estimation of an attachment lug under load spectrum were 
performed. From this investigation followings are concluded:  A model for the fatigue 
crack growth is included which incorporates the low cycle fatigue properties of the 
material. Comparisons of the predicted crack growth rate using strain energy density 
method with conventional Forman`s model points out the fact that this model could be 
effective used for residual life estimations.  
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Abstract: Surface mining sites suffer from frequent damages of mining machinery and 
transporting system components. These damages are the consequences of inadequate design 

solutions or poor choice of materials used in construction building. This paper explains 

loading analysis of conveyers, establishment of the root causes of most frequent damage 
incidents and locations of the critical spots within a construction for different types of loads. 

In the loading analysis section finite elements method [2] was employed, while the detection 

of critical points was performed using the stress distribution and deformation energy 
analysis for a construction [1]. In this paper we propose the procedure for removal of most 

frequent causes of support damages in surface mines. 

 

1. Introduction  
 

Conveyer ARS 1400 which operates on tailing system within surface mine 

„Tamnava East field“ has suffered from a damaging incident. The conveyer box support for 

left transporting caterpillar's semi-axis was damaged. The load analysis has shown that the 

cause of damage was the inadequate design solution. This paper studies the interaction 

between the state of vital elements of construction and localization of the critical spots. 

Insights into distribution of loads, membrane and bending stresses and deformation energy 

enable highly efficient analysis of state and diagnostics of existing constructions. Many 

studies that deal with this type of problems have already been published [6, 7, 8, 9, 10]. 

Analysis and diagnostics of construction behaviour of conveyers was conducted 

using finite elements method based, computer system for modelling and calculating the 

construction named KOMIPS, which was developed at Faculty of Mechanical Engineering 

in Belgrade. The finite elements used in structure modelling are line and surface elements. 

 

2. Damage incident 
 

In the course of the operation, an abrupt stopping of conveyer's transporting tapes 

occured. Afterwards, a cracking sound was audible as well as sound of distruction of steel 

material. All this happened while tape was under 45
0
 inclination. During this event, the box 

support for the left transporting caterpillar semi-axis occured, thus causing the upper 

construction to exert pressure upon the caterpillar's tape. Photos 1-4 in Figure 1 show the 

position of loader during damage incident, parts of the construction as well as the damaged 

spot itself. 
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Figure 1. Position of conveyer and the outlook of the damaged spot 

From these photos it can be seen that the path was very good, flat and without longitudinal 

and transversal inclination, that the loading capacity of the soil foundation was satisfactory. 

By analysing the machine's position during the damage incident, the dirt found on the 

conveyer, and the opeation technology prior to damage of the support element, it was 

concluded that no direct evidence exists for improper handling of the machine, and that the 

cause of the damage incident is a possibility that during machine desing proces, some 

inadequacies have been included. 

 

3. Diagnostics 

 

3.1. Introduction 

The basis for diagnostics as well as recovery of the loading construction is its computer 

modelling and the appropriate calculation using numerical methods, FEM [2]. 

Software package KOMIPS which was developed at Faculty of Mechanical Engineering 

in Belgrade [1] enables us to model and calculate complex constructions and problems. 

The analysis of distribution of membrane and bending stresses, as well as normal and 

tangential stresses facilitates the localization of week points (dominating presence of 

bending and/or tangential stresses) and strong points (presence of only membrane and/or 

only normal stresses) [3, 4, 5]. It also points to types of modifications needed for 

minimizing the negative influence of bending and improve load distribution. Analysis of 

deformation energy distribution within a construction yields very efficient indicators of 

load flow and aids in defining the sensitivity to possible modifications. 

 

3.2 Model 

The carrying construction of lower support of conveyer is a spatial plate construction which 

is strengthened by placement of beams in the appropriate spots. Substructures of lower 

support are: box «damaged» support, upper horizontal plate, middle horizontal plate, lower 

horizontal plate, plates in between middle and lower plates, upper part of the cylinder, 

lower part of the cylinder, strengthened supports, connecting elements (shafts) for support 

and side supports. Figure 2 shows the calculation model. 

 

 

 

The numerical analysis is required for 

lower support but also for the construction 

of caterpillar's guidance mechanism which 

is modeled by beams as finite elements. 

Figure 2. Computational model of conveyer 
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3.3. Loads 
 

During conveyer's operation, different types of loads occur: main load (the combination of 

loads that are expected to appear during operation), additional loads, special loads, and 

limiting loads. The aforementioned loads are combined. This means that we need to analyse 

the least favourable loads and least favourable positions of separate parts of the 

construction. In the case of damaging incidents it is neccessary to analyse the following 

loads: permanent loads, loads caused by the transported material, loads caused by the 

material that sticks onto construction, loads caused by untypicall transported material, and 

loads caused by bunker blockage. 
 

3.4. Calculation 
 

Calculation was conducted for the case of least favourable load (Figure 3). This is an 

unsymmetrical load with the intensity of 4560 kN centered in the point of radii of 100 cm 

away from radial-axial bearing and under the angle of 60
0
 in relation of longitudinal X axis 

which is parallel to caterpillars and pointed towards columns. Figures 3 and 4 show the 

fields of deformations and equivalent stresses for the model and for the chosen type of load. 

 

   
Figure 3. Model contour, load 

and conveyers lower support. 

Figure 4. Model's deformation 

field. Maximum deformation is 

3.28 cm. 

Figure 5. Field of model's 

equivalent stresses e = 0-

18,6 kN/cm2  
 

3.5 Analysis 

 

Figure 5 shows the high intensity of stresses within vertical critical plate and, very 

clearly, the concentration of stresses. A high quality construction behaviour diagnostics 

demands the calculation of percentage distributions for membrane and bending loads 

situated on each element, the normal and bending loads and deformation energy of 

construction, as well as distribution of total and specific deformation energy for 

substructures belonging to conveyer's lower support, under the given loading. This data is 

displayed in table 2, for box critical supports. The values of other stresses are not given in 

the table. Box critical support is the most heavily loaded element, with respect to membrane 

and normal loading, and with respect to energy that outer forces have invested into its 

deformation (deformation energy). Critical bending and shearing stresses and Oyler's 

critical stress are described by: 
22

2
, , , 23.9, 7.2

12 1
kr E kr E E

E t
k k k k

b

 

where k , k   are the buckling coefficients which are determined by the standards. 

Coefficient k  has, in this case, large value which points to conclusion that buckling 

caused by bending cannot be the object of this analysis. In this conditions  kr = 7,2·1,81 = 

13 kN/cm
2
. The intensity of the shear stress obtained by FEM is very close to critical shear 
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stress. In the critical zone, aside from presence of shear stresses a significant presence of 

deformation energy exists. It can be concluded that the cause of damaging incident was the 

inadequate stiffness of the vertical plate within the critical zone. 
 

4. Recovery 

From the table 1 it can be seen that the vertical plate 1 is the cause of the damage 

incident, due to very low value of critical stress which is too close to operation stress value. 

This plate has a great presence of stresses and deformation energy. Decrease of operation 

stress is accomplished by increase in the thickness of the vertical plate. Often, in the course 

of exploatation, it is impossible to alter the thickness of the entire plate, therefore its 

stiffness is increased by adding new elements on precisely determined locations. In this 

case the construction stiffness is increased by adding vertical beams after which the 

operation stresses was decreased to one-half of its previous value, while the concentration 

of stresses in the vertical critical plates has dissapeared. In the table 1, the percentage of 

participation of all the basic values after the recovery is given. Comparative display of 

behaviour is given in the table 1, showing how much has the added solution improved the 

local behaviour of the support, while not disturbing global behaviour of the conveyer's 

support, at the same time. 
 

Table 1 – Analysis of critical zone before and after recovery 

 Mem/bending stresses 

for each element [%] 

Normal/shear stresses 

[%] 

Total/specific 

deformation energy [%] 

 before after before after before after 

1-160 14.8 /1.0 13.6/1.5 7.6/8.2  8.7/6.5 16.6/27.8 11.3/16.3 

803-962 13.2 /0.9  12.0/1.3 6.7/7.3 7.6/5.7 13.3/22.2 8.9/12.8 
 

5. Conclusion 
The damage in the construction of the conveyer is most often caused by the poor design 

solution of the conveyer's lower box support. During its maximum intensity, the exploatation stresses 

in that part of the construction can overcome the limiting allowed stresses. This primarily relates to 

shear stresses which can cause buckling and subsequently even destruction of vertical plates. The 

recovery of the construction demands a decrease in the value of shear stress by introducing of new 

elements (stiffening beams) in precisely determined locations. Thus obtained solution does not disturb 

the global state of stresses within the construction.  
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Abstract. This study summarizes some general damage and failure features of the brittle 
systems observed by using dynamic 2D lattice simulations. The expression proposed 

previously to model the mean tensile strength dependence on the strain rate is developed 

further to capture the sample size dependence. The continuous evolution of the 
representative sample size between two asymptotes corresponding to the limiting loading 

rates is discussed. The 2D simulation results also indicate that the number of broken links 

corresponding to the stress peak is described by a continuous spectrum of scaling exponents 
varying between 1 and 2 reflecting predominant damage distribution pattern. 

 

 

 

1. Introduction 

 

Ceramic materials are increasingly used for design of structures exposed to extreme 

dynamic loads, which requires in-depth knowledge of the physics of high rate deformation 

[2]. This complexity is further enhanced by a well-known sensitivity of the aforementioned 

materials to a size effect, defined as a change of material properties due to the change in 

“either the dimensions of an internal feature or structure or in the overall physical 

dimensions of a sample” [11]. The size effect is also related to the concept of a 

representative volume element (RVE) whose definition is “perhaps one of the most vital 

decisions that the analyst makes” [9]. It represents a volume of heterogeneous material 

statistically representative of the certain local continuum property at the corresponding 

material point (e.g., [6], [9]). For the purpose of the present investigation, the size of RVE 

with respect to the dynamic tensile strength is identified with the sample size corresponding 

to the rate-insensitive tensile strength for the given level of microstructural disorder. 

The rapid growth of computer capabilities and advance of the massively parallel molecular 

dynamics techniques are perpetually probing spatial and time scales accessible by atomistic 

simulations. At the same time, recent advances in experimental techniques offer 

opportunity to create and study states of matter under extreme loading conditions and 

increase the spatial and temporal resolution of shock-loaded experiments allowing analyses 

on subnanosecond scales (e.g., [2], [4], [11]). Thus, simulations and experiments are slowly 

converging in the attempt to probe the longer time scales with ever-larger systems. This 

development calls attention to the question of the RVE size of the material exposed to the 

extreme conditions and the sample dimensions influence on deformation mechanisms and 

strength. 
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2. Computational model 

 

Polycrystalline ceramics are brittle multiphase materials containing hard crystals bonded 

with an inferior-stiffness matrix. In the present computational model, the mesoscale sample 

of aforementioned material is approximated by an idealized 2D structure: a Delaunay 

simplicial graph dual to an Voronoi froth representing grains. It is assumed that the 

investigation objectives are met by the following model features:  

i. the average grain facet size defines the model resolution length, lc; 

ii. the glassy grain boundaries provide the direct, first-order effects on the overall 

dynamic response; and 

iii. other heterogeneities and defects, such as pores or poorly bound interfaces 

between hard crystals, are accounted for by stiffness and strength distributions [6].  

Consequently, the dominant damage mechanism is intergranular cracking governed by the 

local fluctuations of stress and energy quenched barriers.  

The continuum particles located in lattice nodes interact with their nearest neighbors 

through the nonlinear central-force links.  The randomness of the lattice morphology is 

defined by the coordination number z and link length . The lattice is geometrically and 

structurally disordered [7]. The rupture criterion of the link between bulk particles i and j is 

in the present simulation set defined in terms of the critical elongation ij = cr = const. 

The unnotched tensile sample is a square of size L. The details of the loading procedure and 

corresponding effects of the model response are described by Mastilovic et al. [7]. 

In the present simulation set, the tensile test simulations are limited to 6 different strain 

rates (100 s
-1

, 1×10
3
 s

-1
, 1×10

4
 s

-1
, 1×10

5
 s

-1
, 1×10

6
 s

-1
, 1×10

7
 s

-1
) and 8 lattice sizes 

(specified in Fig. 1) distributed over the wide range from L/lc = 9 to L/lc = 765.  

The reduced-units geometric and structural lattice parameters are available in [7] or [8]. 

 

3. Discussion of results 

 

An expression is proposed in [8] to model the mean tensile strength dependence on the 

strain rate. It is also well known that the tensile strength is, as a rule, strongly dependent on 

the sample size. The commonly observed trend is that with the sample size increase, the 

stress peak decreases and gradually approaches the asymptotic value corresponding to the 

size-independent strength (e.g., [1], [3]). Fig. 1 illustrates that the observed stress peak size 

dependence, is qualitatively similar for all strain rates. These simulation results suggest the 

following size dependence of the mean tensile strength: 

       2exp1  HGLL mm    (1) 

where the asymptote σm(L→∞) is the quasi-static strength of unbounded brittle medium, 

Λ = log L, and G and H fitting parameters (Fig. 1). 

If the representative sample size corresponding to quasi-static loading is designated as 0

rL , 

its rate-driven evolution could be depicted by  

  


















 
 

C

rrrr
B

A
LLLL

log
exp0    (2) 

where fitting parameters define the threshold (A, B) and gradient (C) of the representative 

sample size decline. The lower asymptote ( 0

rr LL  ), corresponding to the ordered 
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homogeneous mesoscale damage patterns [7], depends on the resolution length of the 

model (i.e., it is individual for each microstructure depending on a dominant internal 

feature or structure; “underlying essential microconstituents” [6]). The typical damage 

patterns (e.g., [7], [8])—unambiguous signatures of various loading rates—provide a 

graphical interpretation of the representative sample size rate-conditioned change described 

by Eq. (2). 

 

Figure 1. Examples of the rate dependence of strength size effect. (The curves represent the least-square 

simulation data fit. The sample size L is normalized by resolution length. The shaded area corresponds to 5% 

deviance from the asymptote. Parameters G and H refer to Eq. (1)) 
 

Finally, the attention is also focused on the number of broken lattice links corresponding to 

the apex of the stress-strain curve. The present dynamic lattice simulations indicate that 

 D

m Ln     (3) 

applies for the entire rate range but it appears, according to the simulation results presented 

in Table 1 (see also [5], [8]), that the continuous spectrum of rate-dependent scaling 

exponents is necessary for the complete description of the dynamically loaded disordered 

brittle 2D system. This “dimensionality” of the continuous spectrum of scaling exponents 

appears to reflect its predominant damage distribution pattern as illustrated in [7] and [8]. 

Table 1. Change of scaling exponent with the strain rate  

   1log s  2 3 4 5 6 7 

D 1.14 1.22 1.56 1.95 1.98 1.96 

 

It is tempting to assume that the crossover  

  
  























 




F

E
D









log2

log
exp2  (4) 

between the two asymptotes corresponds to the rate-driven mean tensile strength evolution; 

the fitting parameters (E, F, 
 ) are described in [8]. 
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4. Summary 

 

The present simulation set emphasizes the link between damage phenomenology and the 

rate-driven size evolution of the representative sample identified tentatively with the RVE 

with respect to the tensile strength of the polycrystalline ceramics. From the standpoint of 

the weakest link theory, existence of the representative sample (characterized by the size-

insensitive strength), for the given microstructural statistics, implies negligible probability 

of finding the dominant crack nucleus with further increase of the sample size. An 

expression is proposed to model the sample size dependence upon the loading rate. The 

results of the 2D lattice simulations also indicate that the number of broken links 

corresponding to stress peak is described by a continuous spectrum of scaling exponents 

varying between 1 and 2 reflecting predominant damage distribution pattern. 
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Abstract. Plasticity in heterogeneous materials with small domains is governed by the 

interactions and reactions of dislocations and interfaces. The rational for interface dominated 

plasticity is simple: dislocations glide through the single crystal domain with relative ease, 
but pile-up at interfaces, so that interface reactions become a critical step in continuing plastic 

deformation. While the details of dislocation reactions at interfaces take place at the atomic 

scale, a continuum framework is best suited for large domains. Recently developed 
size-dependent crystal plasticity theory is capable of representing dislocation pile-ups and 

their relaxation at interfaces.  Using this theory, we obtain solutions to simple problems of 

single-slip and double-slip shear of sandwiched thin film.  Then, we compare the results 
with available discrete dislocation simulations. 

 

 

 
1. Introduction 

 

Below recovery/annealing temperatures, plastic deformation in crystalline materials is mostly 

the result of dislocation glide.  When met with an obstacle such as grain/phase boundaries, 

dislocations pile-up, resulting in back-stress which impedes further dislocation motion 

resulting in size effects [1-3].  The pile-ups are high energy configurations and the mobility at 

interfaces is much higher than in the bulk, so that dislocations react - amongst themselves and 

with interface structure, to lower the energy (and the back-stress).  As a result, plasticity of 

polycrystals is governed by the reactions of dislocations at/with interfaces [4].  While some 

experimental observations are available [6, 7], the question of which reaction occurs under 

given conditions is still open.  Indeed, such question can only be answered by atomic level 

simulations.  The complexity of dislocation-boundary relaxation is illustrated in Figure 1. 

 

The general continuum framework capable of accommodating dislocation-interface reactions 

has been developed [7, 4], based on the earlier analyses [8, 9].  This size-dependent crystal 

plasticity theory employs the representation of the singular part of dislocation pile-up as jumps 

in slip at the boundary, representing effectively boundary superdislocation walls.  Back-stress 

relaxation occurs by reaction of these boundary superdislocations to lower the total energy.  

The relaxation of slip at the boundary is necessarily accompanied by dissipation.  Based on 

the thermodynamic framework developed in [7], dissipation can be computed using the 

difference between peak energy configurations and final relaxed state.   

 

Motivated by frequent observation of size effects and Ashby’s analysis [3] of geometrically 

necessary dislocations (GND’s), a number of gradient theories have been proposed in the past 
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two decades [10].  While dislocation dynamics simulations [11] confirm that the size-effects 

are the result of constraint-enforced, high energy pile-ups, they also attest to the failure of 

phenomenological theories to describe relevant physical processes and emphasize the need for 

micromechanics-based continuum theory. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. Problem formulation & the continuum theory 

 

For the system where dislocation reactions at the interface are not allowed, the principle of 

virtual work for the volume V, bounded by surface S, can be written [7]: 

: +
S V S

dS dV dS     

  
     t u σ e p g q Γ . (1) 

The vectors 
g  are the in-plane slip gradients, and 

Γ  are the slip jump values at the 

boundary, effectively representing superdislocation walls.  The constitutive relations 

between work conjugates are based on elasticity solutions [9].  The Peierls stress 
  is 

considered a material property. The standard procedure of variational calculus then yields a 

set of governing differential equations and boundary conditions. The equation of classical 

continuum theory remains unchanged, but an additional differential equations and boundary 

conditions are given for each slip system.  Denote the resolved shear stress as R
 , the 

in-plane gradient operator 


,  and the outer normal to the slip plane trace on the boundary 


N .  For each slip system, there is an additional differential equation and a boundary 

condition: 

  in ,    ( ) 0  on .R V S


      p N p q        (2) 

Figure 1.  Sketches of dislocation-interface reactions of increasing complexity.  (a) 

Single dislocation impinging on a tilt boundary could dissociate into sessile and mobile 

components (up), or, it can transmit (down), leaving an interface dislocation and 

disconnection (X). (b) Two dislocations impinging on a tilt boundary from different sides.  

(c) Two sets of dislocations impinge from different sides (thin solid and dashed lines).  

The reaction product is shown as network of thick lines. Ni 11{311} boundary [5, 6].   

T

T

T

X

(a)   

(b)   

(c)   
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The theory which allows boundary relaxation is given in [7] and [4].  Here we consider a 

simplified version in which boundary relaxation is accomplished without threshold and thus 

has no dissipation associated with it.  The dislocations on two slip systems react along the 

boundary to form the resulting dislocation, whose Burgers vector is the sum of the original 

two, but which has lower energy.  In this case, the slip jumps 
Γ  in (1) are replaced by 

the relaxed values, and the sum includes the reaction product dislocations. 

 

3. Results 

 

The stress-strain plots are obtained for the average shear stress ave  and the total shear 

strain  .  We consider two cases of shear in a thin film: single slip, and symmetric double 

slip.  The predictions of the continuum theory are compared to discrete dislocation (DD) 

simulations in [11].   

 

First, we consider a simple case of constrained shear with only one slip system activated.  

The overall stress-strain response, as predicted by the current theory, is compared to the 

results of DD simulations [11] in Figure 2.  While the results are in good agreement, note 

that the single slip case is not realistic; the elastic-plastic stiffness is only little lower than the 

elastic stiffness.  The resulting high stresses are bound to cause activation of other slip 

systems.   

 

Then, we consider symmetric double slip with identical slips on both slip systems.  

Stress-strain curves based on DD [11] and the current solutions, for symmetric double slip, 

are shown in Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Solutions to the continuum problem match the results of dislocation dynamics simulations.  

In case of double slip, the elastic-plastic stiffness is much lower than in the single slip case.  

The small discrepancy between two models - the higher stiffness in Figure 3(a) results from: 

(i) Neglect of statistical hardening in continuum model.  In discrete simulations, random 

interactions of dislocations in the bulk contribute to the effective yield stress. 

(ii) Neglect of boundary dissipation.  The current simplified version of the continuum 

theory does not have a “boundary yield condition”, i.e., dislocations in boundary layers react 

to lower the energy without having to pass an energy barrier. 
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Figure 2.  Single slip: (a) DD [11], (b) present continuum theory. 
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4. Summary 

 

The size-dependent continuum crystal plasticity [7, 4] is capable of representing 

dislocation-interface relaxation and matches the results of discrete dislocation simulations.    

In the absence of dislocation reactions/relaxation, the elastic-plastic thin film is 

unrealistically stiff.  The presence of the second slip system allows for relaxation at the 

boundary and produces more realistic results.   Barring statistical bulk hardening effects 

and boundary dissipation, the results of continuum theory and discrete dislocation 

simulations are in agreement. While the details of dislocation-boundary and 

dislocation-dislocation (at the boundary) relaxation are still an open problem, the continuum 

theory used here clearly represent a framework in which such processes can be represented. 
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Figure 3.  Symmetric double slip: (a) DD [11], (b) current solutions. 
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Abstract. Nonproportional 3D thermoplastic ratchetting of a block made of AISI 316H is
considered. Perzyna-Chaboche and MAM models are compared with experimental data.

1. Introduction

Steel mantel of nuclear reactors composed of austenitic stainless steels, such as AISI 316H,
is exposed during its exploitation to diverse time–dependent stress–strain histories. The case
of plastic saturation when stress frequency in “universal” flow curve diagram (i.e., equivalent
Mises stress versus accumulated plastic strain) increases is of special interest. Such behaviour
is called ratchetting. It has been shown to be the case at multiaxial stress–strain histories
especially at nuclear reactors where such histories usually appear.

The paper deals with 3D thermo-viscoplastic strain of a rectangular block made of AISI
316H steel. One of its sides is loaded by constant normal stress σ whereas two lateral side
surfaces are acted upon by harmonically variable shear stress τ . Such a history induces
progressive but saturated increase of axial strain in the direction of tension stress components.
The problem is treated by two constitutive models: (a) Perzyna-Chaboche’s model with
incorporated evolution equations for back stress and equivalent flow stress (calibrated by
Eleiche in [1]), and (b) the quasi rate independent MAM model. The MAM model, based
on tensor representations, was calibrated in [2]. Here a comparison of these two models with
experiments reported in [4] has been done.

For finite elastoplastic strains it is commonly accepted that Kröner’s decomposition rule
holds in the following form: FP := F−1

E F, where F is the deformation gradient tensor, FE the
thermoelastic distortion tensor and FP the plastic distortion tensor,

Then as an invariant measure of plastic strain the Hill’s logarithmic tensor εεεP =
0.5ln

(
FPFT

P
)

is chosen. Its principal advantage lies in the fact that it is a deviatoric tensor.
In other words, its three principal invariants read π1 = trεεεP = 0, π2 = trεεε2

P ̸= 0, π3 = trεεε3
P ̸= 0,

if plastic volume change is neglected. Then the symmetric part of plastic “velocity gradient”
tensor i.e. plastic stretching tensor equals has nonzero components: DP11 = ėP/(1+ eP) and
DP22 = DP33 =−DP11/2. Here the superimposed dot stands for material time derivative.
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For the problem stated in the introduction non-zero components of Cauchy stress tensor
read: T11 = σ ,T23 = T32 = τ, with σ = const, τ = τ0 sin(ωt) . In this paper we consider small
thermoelastic-plastic strains. Then Cauchy stress differs negligibly from the second Piola-
Kirchhoff stress. For small thermoelastic strains we may simplify logarithmic strain tensor
and obtain its non-zero components as follows: εP11 = eP and εP22 = εP33 =−εP11/2 as well
as εP23 = εP23 = γP/2.

A stress controlled test with normal stress σ = 245MPa, shear stress amplitude τ0 =
75MPa and shear stress frequency ω = 0.5rad/s for ten stress cycles is simulated. Such special
choice of history parameters is made in order to acquire results comparable with experimental
data reported in [4]. These experiments have been made with AISI 316H at a constant tension
of 250MPa, maximal shear strain of 2.6% and amplitude of shear strain equal to 0.17%. We
apply the condition on stress history

∥∥Ṫ(t)
∥∥≤ 16MPa/s in order to keep strain rates in the low

range of the order of magnitude ∥DP∥ ≤ 10−3 s−1. For a given stress history T(t) a response
of the material body determined by plastic strain history is looked for.

2. Constitutive models

Model of Perzyna-Chaboche. For a description of a viscoplastic body Chaboche has extended
Perzyna’s model to account for an evolution of the residual stress. His evolution equations (for
small strains) might be written as follows:

ε̇εεP = ⟨(F −D)/k)⟩n(Td −Bd)/F , ṗ =
√

2/3∥DP∥ ,

Ḃd = c(ADP −Bd ṗ)−Γ∥Bd∥m−1 Bd , Ḋ = b(Q−D) ṗ,
(1)

where F =∥Td −Bd∥, as well as ε̇εεP ≈ DP - the plastic strain rate (approximately equal to
plastic stretching for small strains range), B - the residual stress (back stress tensor), D - a static
equivalent flow stress, p - the accumulated plastic strain scalar and Ac = {k,n,c,A,Γ,m,b,Q}
- a set of material constants to be determined from experiments.

Here the traditional notations for a second tensor intensity as well as its deviatoric part
are employed: ∥A∥ = (A : A)1/2 , Ad = A−1trA/3, while plastic loading indicator function
is determined by means of 2⟨x⟩= x+ |x|.

An identification of material constants has been made in [1] on the basis of experiments
for standard cyclic tension-compression test as well as cyclic torsion test. Their values for AISI
316H as reported in [1] read Ac =

{
68.38, 5.8, 65, 113.33, 8.7 ·10−10, 1.3, 8.8, 220.45

}
.

For the problem presented in previous section, deviatoric residual stress (cf. also [1])
has the following non-zero components: Bd11 = 2BL/3 and Bd22 = Bd33 = −BL/3. and
Bd23 = Bd32 = BT such that (3/2)F 2 = (σ −BL)

2 + 3(τ −BT )
2 . We are going to consider

a relatively small cycle number. This makes it possible to neglect the material constant Γ.
Such an assumption simplifies the set (1).

MAM model with loading function based normality. Let us take the tensor representation
approach with loading function based normality. Rice’s model by itself is based on normality
of plastic strain rate tensor on a loading function Ω taking account of microstructural
rearrangements during plastic straining. Translated to finite strains and with Ziegler’s
modification derived from the notion of least irreversible force, the evolution equation
reads: DP = Λ∂SΩ, where the microstructural rearrangements are supposed to be completely
determined solely by the plastic strain tensor.
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An essential generalization of Rice’s model was given in [2] where the loading function
Ω = Ω(γ) was assumed to depend on the set γ ≡ (S2,S3,µ1,µ3) of proper and mixed
invariants of stress and plastic strain tensors S2 = trS2

d , S3 = trS3
d , µ1 = tr{SdεεεP}, µ3 =

tr{S2
dεεεP}. If we take for plastic stretching a second–order approximation in stress and linear

approximation in plastic strain, we arrive at formula

Λ−1 DP = (A1 +A3µ1)Sd +A2
(
S2

d
)

d +
1
2

A3S2εεεP +A4 (SdεεεP + εεεPSd)d , (2)

where again subscript d denotes the deviatoric part of a second–rank tensor. The scalar
coefficient Λ is obtained from the condition that plastic stretching vanishes when overstress
equals zero. Then evolution equation takes its final form:

On the basis of experimental data for tension and shear of AISI 316H ([2])
material constants of this model are here found to be Ac = {A1, A2, A3, A4, λ1, λ2} =
{0.01181, 0.01033, −0.008012, −0.01978, 20, 0.2}. The two new constants λ1 and λ2
appearing in Λ (cf. [2]) arrive from the usual approximation of static equivalent flow stress:
σeq,st = (1+λ1 p)λ2 where p is the accumulated plastic strain. The governing set of differential
equations is obtained from (2) by substituting constants into it.

3. Comparisons and concluding remarks

If thermoplasticity is treated, then for each constitutive model the first law of thermodynamics
is indispensable. If temperature distribution is close to be homogeneous, then it may have the
form (cf. [5]):

ρCε θ̇ +α(T0 +θ) trT = ΠT : DP. (3)

Here ρ is density of matter, Cε - specific heat, α - the coefficient of thermal expansion,
T = T0 +θ - the absolute temperature and Π is the dissipation coefficient found in [3] to have
the form: Π = A ṗ−λ with values A = 0.7057, λ = 0.0244. Also, the reference [6] for AISI
316H gives temperature dependence ρ = 8084−0.4209(T0 +θ)−0.3894(T0 +θ)2 as well as
Cε = 462 ·10−6 +136 ·10−6(T0 +θ). Results of integration of equations (1,3) with Γ = 0 are

Figure 1. Temperature history at Perzyna-Chaboche model

presented in Fig. 1 and Fig. 2(a). Aside from time–plastic strain component plots the so–
called universal flow curve (i.e., equivalent stress versus accumulated plastic strain) as well as
phase portrait of plastic strain components are given. The densification feature characteristic
for ratchetting has been observed in the “universal” flow curve.

Similarly, integration of equations (2,3) for the given stress history produced the results
shown on Fig. 2(b). In the paper [4] the authors have investigated ratchetting behaviour in
combined tension–torsion tests. For comparison purposes the paper [4] is especially convenient
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(a) Perzyna-Chaboche model
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(b) MAM model

Figure 2. Multiaxial ratchetting with stress control.

since its loading programme was such that after 10 cycles the maximal normal strain was 2.6%
at the corresponding tension stress of 250MPa and a prescribed harmonically changed shear
strain whose amplitude was 0.17%. Of course, the specimens tested were made of the stainless
steel AISI 316H.

Examining the situation of the end point of the phase trajectory calculated by the Perzyna–
Chaboche model (Fig. 2(a).) we see that at these conditions the maximal normal strain has the
value of 0.18% which means that the predicted strain is approximately 15 times smaller than
the corresponding experimentally acquired strain.

On the other hand, the phase trajectory depicted in Fig. 2(b) gives the maximal tension
strain equal to 2.4%. Therefore the relative error amounts to 8%.

A short conclusion could be formulated as follows:
(a) Although handicapped by the absence of compression data which are essential for a

good cyclic behaviour prediction, the MAM model [2] has been shown to cover multiaxial
variable stress–strain histories in a surprisingly good way. Its extension to include the residual
stress tensor into (2) is straightforward but requires new tension-compression tests.

(b) Both models for the given number of stress cycles do not forecast a commencement
of elastic strain vibrations, i.e., the shakedown behaviour. However the model of Perzyna–
Chaboche aside of poor predictions gives the results very near to these vibrations.

References

[1] Eleiche A M (1991), Inelastic shear deformation of stainless steels under quasi-static and impact sequential reverse
torsion - final report, Contract No. 2892-55-12 ED ISP ET, JRC CEC Ispra - Cairo University.
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Abstract. This approach uses the rheological-dynamical analogy (RDA) to model the 
dynamic failure of ductile inelastic rods. The analogy has been developed on the basis of the 

mathematical-physical analogy between the visco-elasto-plastic rheological model and the 

dynamical model with viscous damping. Based on the analogy, one very complicated 
nonlinear problem may be solved as a simpler linear dynamical one. Accordingly, the RDA 

enables the engineer concerned with materials to utilize simple models, expressible in a 

mathematically closed form, to predict new notch stress intensities of inelastic rods to 
examine the fatigue crack growth and failure. Based on this theory, notch-induced fatigue 

crack growth and failure of rods are quantified by some characterizing parameters namely, 

fatigue failure frequency, crack depth, fatigue strength, cyclic toughness, crack width, crack 
opening displacement and cyclic stress intensity factor range. A number of experimental 

results reported in the literature are used to support the present analysis. 

 

 

 

1. Introduction 

 

In the 1960s, linear elastic fracture mechanics (LEFM) was used for the first time for the 

description of long crack kinetics [1]. According to the original analysis of Paris and his co-

workers, the crack growth increment per cycle in fatigue, da/dN, can be described in terms 

of a power law function of the range of KI, given by ∆KI=Kmax-Kmin. The LEFM description 

became generally accepted for both propagation rate of the long cracks and their thresholds 

in the 1970s. 

To quantify the effects of crack closure, Elber [2] attempted to describe, with the aid of a 

physical model, the connection between load sequence, plastic deformation (by way of 

crack closure), and crack growth rate. He assumed that crack extension could not take place 

under cyclic loads until it was fully opened, because only when Pop>0 would the crack tip 

be stressed. Therefore, the bigger Pop and the corresponding Kop, the less would the 

effective stress intensity factor (SIF) range ∆Keff=Kmax-Kop be, and ∆Keff would be the 

fatigue crack propagation controlling parameter instead of ∆KI. 

 

2. Rheological-dynamical fatigue crack growth rate and failure of inelastic rods 

 

The RDA model, shown in Fig. 1, of the material behavior of axially cyclically loaded rods 

has previously been explained by Milašinović [3] and used to predict the fatigue strength. 

The study [4] presented the physical mechanism and experimental proofs of RDA 

predictions regarding the fatigue crack growth rate and failure of rods made of ductile 
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materials. Subsequently, closed-form analytical solutions for the rate of release of inelastic 

energy Wd(R) as well as characterizing fatigue failure parameters where derived.  

 

 
Figure 1. Lowcycle fatigue of a long ductile inelastic rod: a) Cross-section of a circumferentially notched 

cylindrical rod where fracture finally occurs; b) Model of the rheological body and the discrete dynamical model. 

 

The upper value of the true fracture energy Gc of a circumferentially notched cylindrical 

rod should be decreased, as shown in Fig. 2, in order to account for the cyclic inelastic 

energy dissipation within the rod. Consequently, the cyclic SIF range ∆KIe(R) would be 
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Figure 2. Cross-section of a circumferentially notched cylindrical rod. 

 

From the RDA study [4], the fatigue strength of an inelastic rod can be written as 
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The cyclic inelastic energy dissipation at the crack tip with a relative frequency e which 

tends to zero will cause the stress concentration  
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The fatigue failure strength σf(R) is given by Eq. (2) where f(R)= e is the fatigue failure 

frequency defined by the energy criteria Wd(R)/W=1 (W is the elastic potential energy).  
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The main parameter, which depends on the rod geometry and stress ratio R, is given by 
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The fatigue crack depth of a cylindrical rod is obtained in Ref. [4] as follows  
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The localized reduction of the cross-section rod area Ae(R) was derived in Ref. [3] using the 

equation of continuity and Bernoulli’s energy theorem:  
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The strain rate of a visco-elasto-plastic rod using the RDA is given by  
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The resulting change in the crack depth ae(R) may be presented in a typical plot where the 

crack depth increases with the increasing number of loading cycles 
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3. Verification of results 

 

The fatigue crack growth (FCG) rate is determined for the steel rod (EH=210 GPa, ν=0.3): 

l0=50 cm, D0=1.9 cm, m=1.114 kg, k=119.08 x10
6
 N/m, TK

D
=0.0000967 s, K(-1)=70.16702, 

f(-1)=70.05285, fσ=1 Hz, Nf(-1)=70.05285/(2π x 1 x 0.0000967)=0.115 x 10
6
 cycles.  

(σmax=142 MPa, φ
*
=2); (σmax=σY=258 MPa, φvp=4, H'=EH/2); (σmax=288 MPa, φvp=6, 

H'=EH/4). The fracture toughness of the material measured was: Gc=107 KJm
-2

.  
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Figure 3. Comparison of the FCG rate curves. 

 

Fig. 3 shows the comparison of the FCG rate curves. The diagrams show three regimes of 

the FCG response. In Region I, the FCG rate decreases rapidly with the decreasing ∆KIe; In 

Region II, the FCG rate is in the mid-range, with the Paris law prevailing; In Region III, the 

FCG accelerates, and resulting from a local fracture due to Kmax equals the fracture 

toughness KIc. The KIc factor gives the overall intensity of the stress distribution. Here, 

KIc= 0.107 210000 (1-0.3)
2
=143 MPa m

1/2
.  
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Abstract: The results of a welding thermal process of low alloyed steels are multiphase microstructures with 
different amounts of ferrite, martensite, bainite and retained austenite. Different phases in different welded 
joint regions (weld metal-WM, heat-affected-zone-HAZ and parent metal-PM) along with their different 
morphologies determine the material mechanical behavior and can affect on propagation rate of the fatigue 
crack under cycling loading. The aim of the present work is to evaluate the effects of microstructure on 
fatigue crack growth (FCG) of high strength micro alloyed (HSLA) steel-NIONIKRAL 70. 

1. Introduction 
 
Welded structures are widely used in various structures including pressure vessel. The structural 
integrity and operational safety of welded pressure vessels primarily depends on weldments 
behaviour.  
Determination of parameters of the fatigue crack for characteristic zones of welded joints of 
HSLA steel type Nionikral-70 (yield strength 700 MPa) is presented in this paper. The results 
have shown that the position of notch and the initiation of a crack affect the values of stress 
intensity range of fatigue threshold ∆K th and parameters in equation of Paris.  
 

2. Computations and Experimental Fatigue Crack Growth Behavior  
 
In this section (FCG) predictions of single edge cracked bending (SEN(B)) specimen (L=100 
mm, W=16 mm, B=12 mm, a0=3.029 mm) made of NIONIKRAL 70 are considered. In 
computation fatigue crack growth analysis conventional Paris low [2] is used:  

 da/dN =C (∆K I)
m        (1) 
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where: C, m – the material constants, ∆KI is the stress intensity factor (SIF) range of specimen 
The SIF of cracked specimen is defined in the next form [3]: 

2

6
I

M a
K Y

W B

π=        (2) 

in which M denotes bending moment and Y the corrective function. Material constants C, m are 
determined experimentally for three welded joint regions PM, WM and HAZ, Table 1. 
 
   Table 1: The material constants of Nionikral 70 in three welded regions 

Crack in C  m ∆K th [MPam0,5] KIc [ MPam0,5] 
PM 9,05 x 10-14 4,76 5,85 158 
WM 6,07 x 10-12 2,393 5,82 120 
HAZ 8,06 x 10-12 3,054 4,3 147 
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Fig. 1. Comparison of crack growth 
rate da/dN vs. stress intensity 
 factor range ∆K for welded joint 
constituents, [1]. 

a) WM  b) WM 

c) PM d) PM 

e) HAZ f) HAZ 
 

 Fig. 2. Fatigue fracture surfaces under: ∆K~10 MPam0.5 
a,c,e and under ∆K~30 MPam0.5 b,d,f. 
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2.1. Fatigue Crack Growth behavior of PM 
 
Cracked specimen was tested under variable bending moment during crack growth, Fig. 4. 
Relation (1) can be solved only if bending moment is defined in analytic form, [4]. This 
moment is approximated in polynomial form as defined in Figure 3. 
 
2.2. Fatigue Crack Growth Behavior of HAZ 
 
Computation crack growth behavior, using eqs (1) and (2), is obtained for constant average 
bending moment of 28 Nm during crack growth behavior, Fig.5. 

 

 
 

Figure 3 Variable specimen bending moment during crack growth Figure 4 Fatigue crack growth of specimen made from 

parent metal (steel Nionikral 70) 
 

 
 

Figure 5 Comparisons Computation with 
Experimental Crack Growth Behavior of HAZ 

Structure 

Figure 6 Comparisons Computation with Experimental 
Crack Growth Behavior of WM Structure 
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2.3. Fatigue Crack Growth Behavior of WM 
 
Computation crack growth behavior, using eqs (1) and (2), is obtained for constant bending 
moment of 19.51 Nm during crack growth behavior, Fig. 6 

 
3. Discussions 
 
The most expressively presence of striation is found at HAZ fatigue fracture surface under 
∆K~30 MPam0.5, Fig.2.f. The presences of secondary cracks among striations indicate their 
brittle character. Poorly striation was found at HAZ fatigue fracture surface under the value of 
∆K~10 MPam0.5 Fig. 2.e, and at WM under ∆K~10 MPam0.5 and ∆K~30 MPam0.5 Fig. 2. a,b. 
Representative for PM under ∆K~30 MPam0.5 is the presence of brittle intercrystalline fracture 
which is one of static fracture modes. The presence of dimple fracture (which is also one of 
static fracture modes) at WM fracture surface was also found under ∆K~10 MPam0.5 and 
∆K~30 MPam0.5. Relief at WM, PM and HAZ is more apparent under ∆K~30 MPam0.5 Fig. 2. 
b,d,f, than under ∆K~10 MPam0.5 because of the larger plastic zone. 
Comparison of computation and experimental fatigue crack growth behavior of different 
welded joint regions of NIONIKRAL 70 shows good agreement between computation 
predictions and experimental results in fatigue crack growth behavior in all welded joint 
regions. 
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Abstract. This paper describes the application of the theory of critical distances (TCD) in 
the prediction of high-cycle fatigue behaviour in engineering components. The TCD 

represents a major extension of linear elastic fracture mechanics (LEFM), allowing it to be 

used for short cracks as well as for stress concentrations of arbitrary geometry, using the 

results of finite element analysis (FEA) or other computer-based methods.  

The classical analytical calculation of shafts has used the Peterson's elastic stress 

concentration factor charts obtained for conventional values of fillet shaft's transition radius. 
Finite element method has been used for the simulation of shaft stress state under real load 

conditions.  

This paper illustrates the application of the TCD to a case study on the failure analysis of a 
turbine shaft from a hydro power plant. The key conclusion of this research is ability of 

TCD to fully explain cause of failure through accurate crack initiation prediction [1]. 

Key words: theory of critical distances, high-cycle fatigue, shaft, FEA  

 

 

 

1. Introduction  

 

The most frequent causes of failure are defects such as pores or cracks introduced during 

manufacturing. Also, an inadequate design features, such as sharp corners and other notch 

like type of stress raisers, cause excessive stress concentration and significantly contribute 

to failures. In all such cases the common factor which cause failure, is high local stresses. 

One of the key points in failure analysis is the ability to make accurate predictions of the 

strength and fracture of materials in complex load-bearing structures. The strength 

calculation of failed part is also linked with the review of original designer approach in 

order to check a hidden design error. The majority of failures could be addressed to high-

cycle fatigue and prediction of the effect of stress concentrations on fatigue life and fatigue 

strength is of great importance [2]. 

Despite this, there is no commonly accepted set of standard methods for predicting the 

effect of notches, holes, joints, defects and other stress-raisers. This is not due to a shortage 

of theories and methodologies – there are, in fact, a multiplicity of methods to be found in 

the literature for the prediction of notch fatigue behaviour. It is rather that the scientific 
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community has not been able to decide which method, or methods, are most suitable, and 

under which circumstances [1, 3, 4]. 

The Theory of Critical Distances (TCD) is a method for the prediction of failure on 

engineering components and structures with various types of stress raisers. Failure 

commonly occurs due to the initiation and growth of a crack, through mechanisms such as 

brittle fracture, fatigue and stress corrosion cracking. In these cases it is well known that 

both the maximum stress and the stress gradient are important in determining whether 

failure will occur. It is also well known that materials possess inherent length scales which 

are related (in complex ways) to their microstructure and modes of deformation and 

damage. The interaction between the length scale and the stress gradient determines 

whether failure will occur from a given feature. The major assumption is that cracks, 

notches and other stress concentration features could be considered in the same way, in 

particular that cracks are not a special case. This assumption is rather questionable, since it 

is known that different results can be obtained from, for example, a specimen containing a 

pre-crack induced by fatigue, and an otherwise identical specimen containing a sharp, 

machined notch.  

The local stress field around a notch, or any other stress concentration, can be represented 

in a simple form by a plot of the stress as a function of distance along a line beginning at 

the notch root, Fig. 1. We will assume that the stress analysis is an elastic one, and that it is 

the maximum principal stress which is being plotted. It is well known that poor accuracy 

can be expected if one attempts to predict fatigue life based on the range of stress at the 

notch root (i.e., at a distance of zero in Fig. 1). The use of plastic strain range instead of 

stress range, has the disadvantage that an elastic–plastic analysis must be performed (or 

approximated) and in any case it is still quite inaccurate for the prediction of high-cycle 

fatigue in features with high Kt - stress concentration factor factors (e.g., sharp notches, 

pits) [3, 5].  

This means that the first step in the application of critical distance methods is to use them 

explicitly, generating stress–distance curves such as Fig. 1 from FEA and calculating the 

necessary stress values directly. 

 

 

Figure 1. Schematic plot of the stress as a function of distance from 

the root of a notch or other stress concentration feature. The point 
method uses the stress at a distance L/2 from the notch. 
 

 

The second step in the updating of these approaches has been the development of a method 

to calculate the value of the critical distance from first principles. The underlying theory 

was suggested by Tanaka [3] and by Taylor [4] and validated against experimental data by 

Taylor [4] and by Taylor and Wang [5]; it is essentially a combination of notch fatigue and 

linear elastic fracture mechanics concepts. If one assumes that the point method and line 

method are valid for all types of notches, including sharp cracks, then one can use fracture 

mechanics to define the stress–distance curve at the fatigue limit for a cracked body (for 

which the stress intensity range is equal to the threshold value for the material: ΔK = ΔKth) 

and thus obtain the critical distances for the two methods. The result [3,4] is that the critical 

distance for the point method is L/2, where: 
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In this equation Δσ0 is the fatigue limit of standard, unnotched specimens of the material, 

and ΔKth is threshold stress intensity. The fact is that is often difficult to define a accurate 

fatigue limit, the stress range corresponding to a given number of cycles, usually in the 

range 1–10 million, is generally used instead. It has been demonstrated by comparison with 

experimental data [6] that the use of this value of Δσ0 for L gives good predictions, not only 

for notches but also for short cracks, in many different materials. 

2. Case study: Failure analysis of hydraulic turbine shaft 

 

The conclusion of shaft failure analysis, Fig 2, was that the combination of several factors 

leads to failure: 

– Inappropriate corrosion protection in the zone of critical radius and lack of procedures of 

renewing corrosion protection of turbine shaft. 

– Corrosion, i.e. corrosion fatigue due to leakage of river water through the sealing box. 

– High stresses during start/stop cycles and during regular operating regime in the zone of 

transition radius for ‘‘wet’’ environment - constant leakage of river water [7]. 

 

  
a) b) 

Figure 2. a) turbine shaft with runner during assembling in the bulb, b) fractured surface 

 

As an integral part of failure analysis, the finite element analysis of turbine shaft was 

performed under various conditions [8, 9]. The major conclusion was that stress gradient 

during start up and regular regime had no influence on crack initiation, Fig. 3a) and b). But 

the simulation of corrosion pits with diameter of 600 µm, Fig. 3c) during start up regime 

revealed that the stresses under corrosion pit at distance L/2 was above the values of fatigue 

strength of unnotched specimens tested in water. The values of Kt (stress concentration 

factor) obtained by FEM analysis was, for the case of LC1 (regime during starting) the 3,97 

and for case LC2 (regular operation regime) 2,057. The value of Kt on corrosion pit on 

radius, Fig 3c) was 5,97.  

3. Discussion and conclusions 

 

Presented case study is another confirmation, the applicability range of TCD as a method 

that combines properties of material and geometrical features of engineering component is 

CRACKING 

ZONE 
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very wide. Compared with standard damage mechanics models, which are not generally 

used to predict cracking processes because they are not well adapted to deal with stress 

singularities, the TCD can be used as a complementary methodology to modern damage 

mechanics. On Fig. 3b) the comparative stress gradients from tension as result of axial 

hydraulic force during starting regime (Fa=5542.65·10
3
 N) without corrosion pit and with 

corrosion pit are presented. 
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Figure 4. a) Corrosion pits on transition radius b) Stress gradient under the corrosion pit 
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Abstract. Aluminum foam structures (AFS) have been actively research over the past 

decade as a means to develop lighter, more efficient materials for transportation to address 

sustainability issues. Composite sandwich beams based on a foam core between two flat 
enclosures are interesting systems for practical purposes due to their mechanical properties 

optimized for high shock absorption and bending strength. These materials have a ductile 

microstructure and can hardly be modeled as homogenous effective continua outside the 
linear elastic regime. The comparison of uniform compression tests vs. 4/points bending 

tests on one-piece beams, 400mm x 40mm x 30mm (length, width, thickness) in size, 

demonstrate that the Al foam is damage tolerant only under compression, whereas it 
undergoes sudden failure in presence of shear due to limited shear strength of the 

microstructure. Capturing the onset of localization is easy in the first (ductile) case and 

challenging in the second (brittle) one. Presence of weld joints can alter substantially the 
intrinsic properties of the native composite panel, introducing weaker spots that cause shift 

in failure mode. Electron beam welding offered optimal performance in our screening tests, 

preserving the response of the native one-piece beam in the bending test. 

 

 

1. Introduction 

Metal foams make a class of modern materials with great industrial potential for the 

development of innovative structural components optimised for several functions, e.g. 

energy absorption, acoustic isolation, EM shielding, vibration damping, etc. While there 

exist methods for manufacturing foams for most metals, aluminium foam structures (AFS) 

are particularly appealing by a sustainable engineering perspective [1]. Figure 1 displays 

the section of a commercial AFS-based composite beam (AFSC hereafter) for light weight 

transportation, where the foam core is sandwiched between two skins of bulk Al to deliver 

optimized mechanical properties (POHLTEC METALFOAM, ECKA Granules, Italy) [2-

3]. Amongst the many technological challenges, this paper highlights two important aspects 

for failure prediction and mechanical design. First, tests on one-piece AFSC beam are 

analyzed to demonstrate the different damage tolerant behavior under compression and 

shear (which arises during bending actions). Next, the attention shifts onto two-parts AFSC 

beams welded by different techniques, a particularly critical aspect for the structural 

integrity of large span components that are necessarily built from multi-parts joining. The 

importance of the experimental characterization on modeling is emphasized throughout. 
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Skin Thick. (mm) Rm (MPa) RP0.2 (MPa) A % HB  

 3 310 260 7 94 

 

Skins 

 Thickness: 1.7mm 

 Material: AA6082 

 Density: 2.7g/cc 

Core 

 Thickness: 26.6mm 

 Material: AlSi6Cu6 

 Density: 0.51g/cc 

AFS 

 Thickness: 30mm 

+/-0.5mm 

 Density: 0.76g/cc 

Figure1. Main geometric features of AFSC panels, including mechanical properties of the Al skins 

2. One-piece AFS composite beams 

For the sake of assessing the different behavior (i.e. strength and failure mode) under 

compression and shear, the mechanical characterization of AFS panels is performed with 

uniform compression tests and 4 point bending tests.  

 

2.1. Uniform compression 

Uniform compression tests with periodic unloading revealed three stages of deformation. 

After the elastic regime (ε < ε0 , with E ~770 MPa and compression yield strength σ0 ~ 4-5 

MPa), the microstructure undergoes two-stages transformation consisting of buckling and 

collapse of foam pores (stage 2, ε0 < ε < ε1) followed by compaction and densification (ε > 

ε1). The extended range of plastic deformation in stage 2 (ε1~0.5) and stage 3 ( test stopped 

at εMAX ~ 70-80%), with unchanged unloading slope, indicates the ductile nature of the 

microstructural response to compression and the lack of cracking.  

 
Figure2. Compression test of one piece AFSC sample at strain rates ~0.4*10-3(1/s). Three stages are observed. 

Damage parameter. The plastic deformation εp does not relate to a bulk process but 

describes at the macroscopic level the ongoing ductile damage in the microstructure. By a 

technological standpoint, the stage 2 deformation is the most relevant, as it is directly 

related to the pores distribution and can be controlled (in terms of ε0 and ε1) by tuning the 

AFS microstructure and thickness. The damage consists of sequential plastic collapse of 

individual thin-walled cells (starting from the larger ones) and can be expressed in terms of 

σ0  

ε0  

σ1  

ε1  
STAGE 2 STAGE 3 
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a damage parameter (an order parameter Dp ranging from 0 at yielding to 1 at ε1) defined 

simply as 

pp
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which is evaluated at rest in terms of εp and thicknesses both at yielding and at ε1.  Work is 

being carried out to relate Dp with the tangent stiffness ET=σ/ε  and to correlate the latter 

to the pore distribution via extreme value theory of statistics. The resulting constitutive 

model throughout the uniform compression test is expressed by the usual relationship for 

ductile systems )( pE    specialized for AFSC as  
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2.2. Four points Bending  

The damage tolerant behavior in compression is not paralleled by an equal damage 

tolerance to shear. In accordance with ASTM C393 and (input & output) data in Table 1, 

the information deduced from the bending test in Figure 3 indicates that the onset of failure 

(point 2 in the stress plot) is due to the “sudden” formation of a localized shear fault in the 

non-zero shear zone (between the lower support and the nearest upper support) as soon as 

the AFS core is subject to apparent shear stresses of less than 2 MPa. This corresponds to a 

brittle, damage intolerant behavior of the AFS and hinders safe application of this type of 

AFSC in presence of shears. (Accordingly no damage parameter is introduced). 

 

  
Figure 3. 4/pts bending of one-piece AFSC beam and plot of stresses in the skins as a function of the deflection . 

 

4PBT – OUTPUT PARAMETERS 
LIST OF PARAMETERS DEFINITION 

TEST PARAMETERS MECHANICAL OUTPUT 

     

 

   

P= shear load [N] 

d= sandwich 

thickness[mm] 

c= core thickness [mm] 

b= specimen width [mm]  

L= distance between the 
supports [mm] 



 = shear stress in the core 

[MPa]; 

 = bending stress in the skins 

[MPa]; 

D= panel bending stiffness 

[N/mm2] 

U= panel shear stiffness [N] 

∆ = central deflection 

Table 1. Summary table for stress determination in bending tests 

3. Two-pieces welded AFS composite beams 

The “intrinsic” deformation and failure properties of the AFSC described in the previous 

section may drastically change in presence of welding joint. Our screening tests of the 

welds in Figure 4, indicates that electron beam welding (although costly) offers best 

A 

 

SHEAR BAND 
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performance. A representative comparison in Fig.4 between the failure mode of this 

technique (B) vs. a laser-TIG (C) reveal that the joint section becomes a weaker causing a 

shift in failure mode from a shear dominated rupture in the AFS to a bending driven one. 

However, the optimization of the laser-TIG is continuing because it is more convenient for 

al practical purposes. In particular, preliminary observations indicate a marked 

improvement by adjusting operational parameters such as the amount of feed material. This 

first experimental campaign precedes a systematic study of residual stresses from welding 

and from foaming process itself, which is an important piece of information to obtain 

reliable materials simulations and understand the underlying mechanisms of the different 

mechanical failure modes. Preliminary characterization tests of the microstresses have 

began by means of the technique [4]. 

 

 
 

    
Figure 4. Comparison between different failure modes in a 4-points bending test of two-pieces welded AFSC: (B) 

shear fault formation in the foam in an electron beam welded AFSC (with insert) (like Fig.3); (C) brittle fracture at 
the joint location of a laser-TIG beam welding in the middle (without insert). 
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Abstract  

The amount of silver in SnAgCu (SAC) alloys has undergone progressive reduction due to cost, concerns related 

to mechanical properties and toxicity of Ag. Micro-alloying via addition of various amounts of minor/micro 

dopants, such as manganese (Mn) or antimony (Sb), or rare earth elements, such as lanthanum (La) or cerium (Ce), 
is currently being explored in these low silver content solders as a means for producing fine-grained, stable 

microstructures, to improve their reliability under different types of loading conditions. These solders are often 

termed SAC-X solders, X being the micro-alloying element(s). The current study investigates isothermal cyclic 
durability of two relatively new SAC105-X solders – Sn1.0Ag0.5Cu (SAC105) doped with 0.05 wt-percent Mn 

(termed SAC105Mn in this paper) and with 0.55 wt-percent Sb (termed SAC105Sb in this paper). Grain size of 

these micron-scale specimens is investigated using cross-polarized microscope. Presence of any new phase and 
due to addition of micro elements is currently under investigation using synchrotron diffraction analysis. 

Morphology and distribution of intermetallic compounds in as-solidified microstructures have been reported in 
this study. Cyclic isothermal mechanical durability tests have been conducted at room temperature at a constant 

strain rate of approx 5.5E-2/s to identify the effect of addition of the trace elements on durability of SAC105 

solder. Post failure investigation of these mechanically cycled specimens is conducted to identify the failure 
mechanisms and modes in these new alloys. 

1. Introduction  

Research focus on development of new materials for electronic interconnects has recently shifted from the 

processing issues to tailoring their microstructures and mechanical properties for specific use conditions, by 
adding minor alloying elements. In the past, silver content in lead free alloys has been kept high (~3 wt-%) to get 

adequate thermo-mechanical strength but recent investigations have pointed out that low silver content (~1 wt-%) 

solders perform better under mechanical shock and drop loading conditions due to their lower hardening and low 
ductility [1-3]. Addition of micro-alloying elements can have a wide range of effects on various physical 

properties of solders, primarily on (a) bulk microstructure e.g. morphology and/or mechanical properties of the 

intermetallic compound (IMCs) of solder interconnections and/or, (b) the solidification rate and/or, (c) mechanical 
properties of the bulk solder. The primary reason for adding Sb in SAC solders is its effect on the strength of the 

alloy: the ultimate tensile strength (UTS) of the Sn3.5Ag0.7Cu solder alloy increased by about 15 % (strain rate of 

1E-4) as the Sb content increased to the range of (1 – 2) wt-percent [4]. Sb dissolves in the Sn-rich phase solid 
solution as well as Cu6Sn5 and Ag3Sn phases by substituting Sn in the Sn sub lattice as Cu6(Sn, Sb)5 and Ag3(Sn, 

Sb) [5-7]. Thus, Sb affects mechanical properties of the solder primarily through solid solution strengthening of 

the Sn matrix. Reports on improved drop reliability with the introduction of trace amount of Mn have made it 
another interesting new minor alloying element for SAC solders. Liu et al. [8-9] have made an extensive reliability 

evaluation with BGA component boards assembled with different solder alloys, including the SAC105Mn. Their 

studies show that, as compared to the SAC105, the drop reliability is improved by about (10 – 50) % depending on 
the pre-test treatment used in the study and thermal cycling reliability by about (10 – 40) %. Due to the fact that Sb 

& Mn containing solders are still very little used in the industry, many of the mechanical properties, such as creep 

and cyclic fatigue in particular, of the Mn & Sb containing SAC solders need to be investigated. A brief summary 
of the multi-scale microstructure and isothermal cyclic durability response of these two new alloys have been 

reported in this paper. However, creep constitutive response of the above materials will be reported in details in 
future publication. 
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2. Experimental setup & Approach 

The constitutive response and cyclic fatigue durability of SAC alloys have been measured using a custom built 

thermo-mechanical micro-scale (TMM) test system developed at the University of Maryland. The test setup used 
in this work has been described in more detail elsewhere [10]. The specimen configuration used in the current 

work is a modified version of the notched shear specimen developed by Iosipescu [11]. The advantage of this 

specimen configuration is that the stress distribution in the joint volume is quite uniform because of the notches. 
The specimen width is only about 180 microns; representative of the size of the functional solder interconnects. 

Complete details of the fabrication procedure are presented elsewhere [11]. In the current work, cyclic tests have 

been conducted at room temperature and a deformation rate of 10μm/s. This displacement rate corresponds to a 

strain rate of approximately 5E-2 s-1. Under these conditions the deformation is believed to be plasticity dominated 

rather than creep for the solders under study. The displacement controlled loading profile is triangular and all the 

results presented here are based on a failure criterion of 50% load drop in the specimen, commonly used criterion 
for isothermal mechanical cycling tests.  

3. Results and Discussions 

As cast solidified microstructure of the SAC105Mn and SAC105Sb solders and grain morphology are presented in 
section 3.1. In section 3.2, cyclic mechanical durability behavior of the above two materials has been compared 

with that of SAC105 at room temperature. Section 3.3 gives a brief summary on failure failure modes and 

mechanisms of cycled specimens. 

 
3.1 Pre-test microstructure 

 

 
          Figure 1. As-cast SAC105Sb microstructure                     Figure 2. As-cast SAC105Mn microstructure      

  

 
Figure 3. Cross-polarized image map of as cast solidified SAC105Mn TMM joint 
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Ag3Sn IMCs 
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Several length scales exist in microscale SAC solder joints. SAC105X solder joints are predominantly found to be 

coarse grained in nature as evident from cross-polarized image of SAC105Mn solder joint (Fig. 3). The next lower 
length scale (within a single grain) is the micrometer Sn dendrites embedded in the Sn-Ag eutectic region. Load 

sharing between Sn dendritic phase, eutectic Sn-Ag phase and micronscale Cu6Sn5 IMCs contribute to 

reinforcement strengthening of Sn matrix (Fig. 1 & Fig. 2). Next lower length scale is nanoscale Ag3Sn IMCs 
dispersed in eutectic Sn-Ag region, which contribute to dispersion strengthening of Sn matrix (circled region in 

Fig. 2). The above dispersion and reinforcement strengthening mechanisms are being influenced by the 

microstructural features such as size (length and radius) of IMCs, volume fraction of IMCs; interparticle spacing 
etc. Micro alloying influences the above microstructural features, which in turn affects the dispersion and 

reinforcement strengthening mechanisms resulting in change in constitutive and durability properties of solder 

material. Initial investigations points towards evenly spaced smaller size Ag3Sn and Cu6Sn5 IMCs with reduced 
interparticle spacing in SAC105Mn solder compared to SAC105 leading to more uniform stabilized 

microstructure. This is due to addition of trace amount of Mn which reduces the amount of undercooling in SAC 
solder significantly by about (20-25°C) [8-9]. In case of SAC105Sb, solid solution strengthening of Sn matrix by 

Sb dissolving in the Sn-rich phase solid solution as well as Cu6Sn5 and Ag3Sn phases is currently under 

investigation There is no new phase formed across the volume of the SAC105X solder specimens confirmed using 
synchrotron radiation analysis, which will be discussed in details in future publication. 

 
3.2 Cyclic mechanical durability test results 

Cyclic mechanical durability of SAC105Mn and SAC105Sb is compared to that of SAC105 under room 

temperature isothermal conditions to identify the effect of micro alloys on durability of SAC105 solder. The test is 

performed under inelastic strain range control. A triangular wave form of with a strain rate of approximately 5E-
2/sec is used for this study. A power law relationship is used to fit the various damage metrics (D) and the cycles 

to failure (Nf) and is given by:  

                                                          
n

fNCD   ,                                                               (1) 

Where, C and n are material constants. Multiple tests have been conducted at varying displacement amplitudes of 

6, 8, 10 and 15 m which corresponds to strain ranges of ±3, ±4, ±5 and ±8% at room temperature for above three 

solders. The damage criteria (D) used in this study is cyclic hysteresis or inelastic work density (W, mJ/mm3). 

Number of cycles to failure is defined as the test cycle at which load induced in the specimen reaches 50 percent of 
its total load bearing capacity. Cyclic softening is evident from the hysteresis loops at different load drops for one 

such cyclic durability test (Fig 4) for a SAC105Sb specimen. Number of cycles is recorded for 50% load drop 

criterion and is plotted against the energy density obtained from the area under the hysteresis loop in Fig 5. 
Addition of trace amounts of Mn and Sb do not improve the cyclic mechanical durability of the above solders 

compared to SAC105 significantly under tested strain rate (5E-2/sec) at room temperature. Additional tests are 

currently being conducted at both lower (5E-1/sec) and higher (5E-4/sec) strain rates to identify the dependence of 
cyclic fatigue durability on strain rate due to addition of these trace elements. Power law material constants for the 

above three materials under the tested conditions will be detailed in future publication. 

 
  Figure 4. Hysteresis loops for SAC105Sb solder         Figure 5. Creep minimized-cyclic fatigue test results 
 

3.3 Post Failure Investigation 

The initiation of fatigue cracks in Sn-rich alloys bears a close relationship with the alloy microstructure. In 

dendritic microstructure, macro cracks are found propagating dominantly through the bulk of the solder taking the 

path that shows least deformation resistance. Cyclic deformation tends to concentrate in the dendritic phase as 
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shown by numerous slip bands (Fig. 6). The as solidified dendritic microstructure evolves into a more equiaxed 

microstructure near the macro crack due to localized recrystallization (Fig. 7). Slip bands (Fig. 6) found in the bulk 

of the solder is impeded either by possible Sn grain boundaries or dendrite boundaries (shown with arrows), thus 
causing interfacial discontinuities where a change in orientation of the shear bands is visible across the boundary. 

Macro cracks are found to subsequently nucleate and propagate along these interfaces.  
 

  
            Figure 6. Slip bands in -Sn dendrite                   Figure 7. Grain boundary cracking in Sn dendrite 
 

4. Conclusions 

As cast solidified microstructure of two SAC105X solders are investigated to identify the microstructural 

differences due to addition of dopant elements (Mn and Sb) and their effect on cyclic fatigue durability of SAC105 

is quantified. SAC105X solder joints are found to be moderately textured coarse grained in nature similar to that 

of previously found coarse grained SAC105 solder. It is noted that cyclic mechanical durability of SAC105 at 

room temperature under tested strain rate neither vastly improve nor degrades due to addition of above dopant 
elements. Effect of strain rate on the durability of the above alloys due to addition of trace element is currently 

under investigation. However, creep resistance of these two new solders at room temperature is found to be higher 

than that of SAC105 which is not reported in this paper due to space constraints. Post failure analysis of cycled 
specimens show shear bands on both sides of grain boundaries and macro-crack propagating dominantly through 

the bulk of the solder with distributed micro-damage surrounding it. 
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Abstract. Silicone is a material which has today many practical applications. Usage of 

silicone is constantly increasing, especially in medicine (surgical implants, sensors). For 

development of new medical devices and implants it is important to find more suitable ways 
to connect different materials that are widely used separately. The aim is to combine the 

positive characteristics and to create a new material behavior. Therefore, the objective of 

this investigation is the development of new manufacturing concepts for creating hybrid 
shouldered test bars and to perform tensile tests on them. The test bars are made of silicone 

with inserted flat metal springs. Altogether 4 different shapes of springs are considered. For 

manufacturing of the hybrid shouldered test bars the methods of casting and heat pressing 

are used. The test bars created by casting have smaller deformation of the leaf spring than 

the ones produced by heat pressing. During tensile tests most of the bars show damage at 

strains between 11% and 25% of their lengths depending on the shape of the inserted metal 
spring. The analysis of the test results shows a high degree of relative movements between 

the different used materials [1]. 

 
  Key words:  Casting, heat pressing, leaf spring, shouldered test bar, tensile test 

 

1. Introduction  
 

 Silicone is a material which has today many practical applications. Usage of 

silicone is constantly increasing, especially in medicine (surgical implants, sensors) and 

food industry (packages). It is used because of its properties: human body can be in contact 

with it for a long time, without consequences; it can be easily shaped; it has great elastic 

properties. But in some applications, that so big elasticity can be disadvantage. So, if 

greater toughness is needed, and chemical structure of silicone can not be changed, some 

other material must be inserted into it. That material is in our case metal.  

 In the field of technology that concentrates on the combination of different 

materials, a lot of research has been done. As an example, a cochlear-implant can 

mentioned. All of the nowadays applied implants, which are implanted in the cochlea, 

consist of an electrode array, a receiver and a stimulator unit for signal, an electrical 

transmission and a receiving antenna. In Fig. 1 is a representation of an implant from MED-

EL (MED-EL, Innsbruck, Austria). 12 or more platinum electrode pairs are embedded in 

one soft silicone-carrier. The electrodes are made with wave-shaped wires for maximum 

softness and flexibility.  

Production procedures are chosen according to recommendations in data sheets of 

products of Wacker Silicones Company [2, 3]. Two manufacturing concepts are selected 

and used for production of hybrid test bars. They are casting with liquid silicone and heat 

pressing with solid silicone. 
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Figure 1: a silicon implant from MED-EL, Innsbruck, Austria (http://www.medel.com)  

 

 

2. Manufacturing concepts 
 

2.1. Test bar 
 

 The complete form closure was chosen as a connection type between silicone and 

metal for this research, which means that metal structure is put inside silicone (in the 

middle of it). Four different shapes of the leaf spring (whole metal part is constructed of a 

sheet metal) were manufactured (fig. 2). As a material for metal parts of shouldered test 

bars is used spring steel 1.4310. 

 Since these test bars were to be stretched in the machine and characteristics (stress 

and strain) measured, they are made with shoulders. That means that the ends are wider 

(which means greater contact surface with machine catching part) and middle part narrow 

(in order to have smaller resistance). Part in the middle of test bar is only important for the 

results of the stretching tests. Shoulders of the test bars have an insignificantly small 

influence on accuracy of results.  
  

 
Figure 2: Example of final produced hybrid test bars with heat pressing 

 

2.2. Heat pressing 
 

 Produced model of the heat pressing tool is displayed at the figures 3 and 4. The 

test bar must be made in a few steps. Firstly, one half of the silicone body is made with first 

configuration (fig.3 left), and then the second half on the same way. They can be made with 

cold press (on the room temperature) or with a hot press (for a very short time). Then is the 

metal part inserted between them, and they are vulcanized with heating press (fig.3 right).   

 On the next picture (Figure 4) all parts of our press tool can be seen. Purpose of 

the small screws is to close the small holes on the “red” covers in the process of production 

of silicone halves. That is done because through high speed of exiting silicone some holes 

in the silicone half around the exiting holes of the tool can be made. In the process of final 

pressing and vulcanization these screws are not used.  
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Figure 3: Press tool in 2 configurations         Figure 4: Parts of the produced          Figure 5: Parts of the produced                               

                  press tool        casting tool                                        

2.3. Casting 

 

 For the process of casting it is important that tool have two holes, one for injection 

of the silicone, and another for exiting air. To prevent that silicone flows out of the tool, 

these two holes must be on the top of the tool. It is also better if the pocked is filled from 

bottom to top, because in that way is less possible that bubbles of air could be captivated by 

silicone in the pocket and silicone would press residual air out, through output hole. To 

solve these problems, pocket is built with an angle (in our case it is 45
o
), input and output 

holes are on the top of the tool, and with tunnels is input hole connected with the bottom of 

the pocket. The output hole is positioned on the top edge of the pocket so the silicone can 

leave the pocket through it, only if the pocket is completely full with silicone.  Build model 

can be seen on the figures 5 and 6. 
 

         
Figure 6: Casting tool: 1 – output hole, 2 – input hole, 3 – cleanout hole (during casting closed with screw), 

 4 - fixer for metal spring, 5 – pocket. 

 

3. Tensile tests 
 

Tensile tests are performed on the machine shown on the Figure 7. Hybrid test bars are 

stretched for 12.5% and 25% of their length. Stretching machine is connected to the 

computer which in appropriate software sketch stress-strain diagram. Diagrams clearly 

display moment of crack. One of them is displayed on the Figure 8. 

3 

2 
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4. Results 
 

There were 4 different types of springs. 8 (2 x 4) test bars are produced by pressing and 4 

by casting. 4 of the first ones and 4 of the second ones are 25% stretched (10mm), and in 

100% of cases, spring was broken. 4 test bars produced by pressing are stretched up to 

12.5% (5mm) and in the 25% of cases spring was broken. During tensile tests most of the 

bars show damage at strains between 11% and 25% of their lengths depending on the shape 

of the inserted metal spring. The analysis of the test results shows a high degree of relative 

movements between the different used materials 
 

5. Discussion 

 

Hybrid test bars produced by casting are giving better results, then ones produced by 

pressing. 
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Abstract. Two theories – Damage Mechanics and Fracture Mechanics (DM&FM) exist 
today in paralel both traying to describe the fracture phenomena of many diferent materials. 
However, both theories are founded on their own basic assumptions which are highly 
idealistic considering the real fractografic nature of any fracture of materials. FM assums 
and consider a single crack suranunded with medium which is assumed as mechanicaly 
intact. On the other side,  DM assums a continouse damage field within the zone of loaded 
material. The highly idelized base ground of both theories maks tham unable to encompass 
and solve the problem of fracture of any material in general. Much more realistic solution 
may be obtained by combining these two approaches as it was proposed earlier (1977) by 
Professors J. Janson and J. Hult from Gethenburg's University [1].  The new assumtion 
implays a single macro crack embedded in the material  with continouse damage field. The 
assumption is derived and based on many NDT investigations of the fracture initiation and 
propagation of various materials.  Actually, it appears that the fracture process within loaded 
material proceeds continuously and gradually trough the several phases following 
subsequently each other from (a) mechanically intact material to (b) continuous damage 
field and finally to (c) sharp single crack initiated within damage field [2].  Analyzing 
Dugdale crack model, plastic flow and damage creation are   assumed to occur within the 
narrow region at the crack tip. The approach has not gained significant attention of 
researchers so far mainly because of their firm devotion to the one of the mentioned 
theories. The main objective of this paper is to remind once again all those interested in 
fracture material phenomena on the great idea of professors Janson & Hult and to point out 
the way where further research must be directed on the field of fracture material analysis.  

 
 
 

1. Introduction  
 
A fracture process initiation and propagation differs for different materials. The nature of 
this process is different even for the same material depending of environmental conditions – 
temperature, pressure etc. To describe and to define this process in general for any kind of 
materials is an extremely complex assignment. Therefore, several theories and sub-theories 
have been founded so far with the purpose to cover fracture analysis of certain, particular 
materials. All of them are limited by their basic assumptions and not able to give a general 
solution which could be applied to any materials.   FM assums and consider a single crack 
suranunded with medium which is assumed as mechanicaly intact. On the other side,  DM 
assums a continouse damage field within the zone of loaded material. However, experince 
in fracture process analysis of variouse materials shows the cleare evidence that the fructure 
proces, more or less takes place gradualy following increased or repeted loads passing 
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trough the diferent states of material degradation. Thes material degradation process can be 
roughly determined with three sequential states: (a) non-damaged, virgin material state (b) 
material with continously distributed micro damaged field and (c) material with the macro 
crack created within the field of continouse damage field. Therfore, profesers Janson and 
Hult (Authors) came to chalinging conclusion that therd state is actualy that which should 
be anlysed and considered  as a crutial for solving the problem of fracture. 
 

2. Dugdale crack with damage 
 
Already well known Dugdale’s model of crack in a thin sheet of elastic ideally plastic 
material loaded in mode I is assumed but now imbedded in damage field existing in front of 
the crack tip (Figure 1.) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Sheet with crack loaded in mode I 
 
Since an interaction between the macro crack and micro damage is unavoidable, Authors 
[1] and further J. Janson [2] by himself introduced the following constitutive relations: 
 
ߝ   ൌ  for s < sy          ܧ/ݏ

                                                                   (1)                                         
ߝ   ൌ indefinite  for s = sy 
 
Here s is the net stress with the following relation between stress, net-stress and damage as 
it was originally introduced by Kachanov and Rabotnov (1958) (1969): 
 

ߪ  ൌ ሺ1ݏ െ ߱ሻ                  (2) 
 
The mentioned interaction is the main and essential contribution of the new proposed 
approach. Accordingly, net-stress within the plastic zone at the crack tip is assumed as net 

2a

y

x 

σ∞ 
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yield stress sy. Outside of this zone damage field prevails related to the net stress with a 
power relation (Broberg, 1975): 
 

  
߱ ൌ  ఔబ                  (3)ݏ ଴ܥ

 
At the zone boundary s is sy and damage is treated as material parameter: ω=ω0. Following 
original Dugdale’s work, inside the zone, damage is assumed to depend linearly on the 
crack opening (Fig. 2.): 
 

߱ሺݔሻ ൌ ߱଴ ൅  ሻ                                                                    (4)ݔሺߟ݇
      

where k is material parameter.  
 
 
 
 
 
 
 
s 
 
 
 
 
 
 
 
 

Figure 2. Plastic zone with damage 
 
However, taking now damage in consideration according to the equation (2) the stress σ 
within the zone is: 
 

ሻݔሺߪ ൌ ௬ ሺ1ݏ െ ߱ሺݔሻሻ                                     (5)  
 
or, according to equation (4): 
 
ሻݔሺߪ    ൌ ௬ሺ1ݏ െ ߱௬ െ  ሻሻ                                                    (6)ݔሺߟ݇
 
Using well known Westergard’s stress function, J. Janson [2] further made an attempt to 
define half-opening η(x). The procedure based on the initial approximation: 
 
                                                1 െ ߱௬ െ ሻݔሺߟ݇ ൌ ߛ ൌ  (7)               .ݐݏ݊݋ܿ
 
may be further followed in [2] as an iterative process to the final outcome – the critical 
external stress needed to create a damage ω (a)=1 (criterion for crack growth).  

γ.sy 
a

c 

σ(x) = sy[1‐ω(x)] 
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3. Conclusions 
 
 Two theories (FM & CDM) are dominant today in fracture phenomena analysis and 
problem solving. However, both are founded on highly idealized assumptions. The 
proposed combined approach gives more realistic solution. The main point is damage 
presence within the zone of crack tip and its interaction with the process of plasticization. 
As a result the critical external stress σ∞ as a function of crack length is obtained. When the 
critical state is reached, the crack will start to grow unstably. For sufficiently small cracks 
the stress is approximately sy what is actually Dugdale’s result. 
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Abstract:  In the present paper experimental analysis of DC 90 dampers is presented. The structure of  
DC 90 dampers as a patent is thoroughly explained. The advantage of those dampers is that they are 
without oil, very easy to be applied and almost without any maintenance. They are already very 
successfully implemented for retrofitting structures on four continents, America, Africa, Asia and 
Europe. Three types of experiments connecting with DC 90 System are performed. First type is testing 
of dampers on alternate cyclic loading. Second and third experiments are testing of dampers in 
applications. Quasy static testing on walls clearly shows how dampers contribute to strengthening of 
structures.  Finally in situ testing on structures shows advantage of those dampers.  

Keywords: Dampers, cyclic plasticity, very low cycle fatigue  

1. Introduction 

Earthquakes are very dangerous impacts on civil engineering structures. Specially this is the 
case of masonry structures. It is well known that those structures have large mass, and 
consequently, because of bad cohesion between bricks (stones) and mortar they crack and 
suffer damage when exposed to earthquakes. In Fig. 1. typical masonry structure in the 
western part of Serbia, after Kolubara earthquake, 5.3 Richter scale, is shown. The cracks 
and damage, due to alternating loading are along diagonals. Strong need and desire to find a 
new effective object protection from seismic loads and realization of the tougher masonry 
and even concrete structures resulted a new, DC 90 Construction System and associate 
devices, presented in this article. 
 

 
Figure 1. Damage of two store building from Kolubara region, Serbia 

2. Development of the DC 90 construction system with applications 

System DC 90 comprises a number of structural elements which strengthen brittle walls 
and make them ductile and tough. The application assumes that floor slabs are stiff and 
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capable to transmit the load in their own plane, and connect them by foundation collars. 
These elements make structure stronger to accept the horizontal loads. This invention is 
based on the construction system with damper- absorber which makes the building 
structures more resistant and lets them withstand the highest values of earth tremors 
through elastic plastic work and plastic deformation (flow) control.  
The construction of the damper of the type "Mionica" is given in Fig. 2. with associated 
cyclic loop characteristic of this damper. There are more than 15 type of dampers 
developed so far for different structures to be retrofitted. System DC90 is protected by 
patents in USA and Australia [1-2]. In this paper the focus will be on damper "Mionica". 
The damper itself (Fig.2) is cylindrical structure, made from the steel tube (pos 1 Ø48.3x3) 
and four rings (pos2 Ø54.3x3…10) . Three of them are fixed and one is free to move. To 
protect buckling main tube is stiffened by another tube from outside and aluminum tube 
and micro reinforced concrete from inside. To avoid friction the tubes are lubricated by 
special graphite lubricant. There is third tube (pos 3 Ø 60.3x3…92) to connect fixed and 
movable rings in order to control the limit of elongations.  

 
Figure 2. Construction of Damper "Mionica” 

The principle of operation of the metal hysteresis damper is based on post elastic (plastic) 
zone and deformation control by force of four rings, one of them is free to move. Its 
movement is defined and limited by fixed side rings.  To prevent the local buckling there 
are two systems (inside and outside). The inside surface of the damper is filled with micro 
reinforced concrete reached by super plastificator and other additives used in construction 
chemistry for construction members of relatively small cross-sections. The concrete centre 
and damper body are adjoined by aluminum tube. The outside surface of the aluminum tube 
is lubricated by special permanent graphite lubricant. The metal tube finished in a special 
way prevents the outside local buckling.  The above mentioned quality level eliminates the 
possibility of crack initialization on the damper body.     

3. Testing of dampers 

Dampers for DC 90 system (Fig. 3) were tested by variable loading on MTS servo-
hydraulic closed-loop machine (Fig. 4). The test was performed on 18 specimens and 
obtained hysteresis loop diagram is given in Fig. 5 for 1mm displacement, in Fig.6 for 
displacement of 2mm and in Fig.7 for displacement of 4mm. Associated Force-number of 
cycles to rupture diagrams are presented to on the same Figures.     
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          Figure 3. Typical dampers of DC 90 system                     Figure 4. Damper testing on MTS machine 

On the same Figures, diagram energy-number of cycles is presented to. 
 

 
 

 
Figure 5. Hysteresis loop diagram, Force - Number of cycles diagram, Energy - Number of cycles diagram for 

cycle loading at constant displacement range ± 1 mm. 

   
Figure 6. Hysteresis loop diagram, Force - Number of cycles diagram, Energy - Number of cycles diagram for 

cycle loading at constant displacement range ± 2 mm. 

   
            

Figure 7. Hysteresis loop diagram, Force - Number of cycles diagram, Energy - Number of cycles diagram for 
cycle loading at constant displacement range ± 4 mm. 

From the diagrams force-displacement, Fig.5, 6 and 7, one can conclude that clasic low 
cycle fatigue is in question [6]. During operation, in displacement control, permanent 
plastic deformations appear, or in another words, with increasing number of cycles material 
weakens and maximum force reduces: when force decreases for the same deflection, 
material is weaker. It can be seen that with increasing of plastic deformation during a single 
cycle (larger amplitude of loading, for instance 4mm) number of cycles to failures is 
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decreasing from 150 in case of amplitude of 1mm to 14 in the case of 4mm amplitude. For 
smaller amplitude displacement, number of cycles needed for failure is greater. From 
Dufailly and Lemaitre paper  [6] it is clear that behavior of dampers shown in Fig.5, 6 and 7 
belongs to very low cycle fatigue. 

4. Testing by quasidynamic loading of hollow blocks wall  

Figure 8 presents testing by quasidynamic loading of experimental two store wall, made of 
hollow blocks 19x19x25, framed by girders, as classical solution, (left), as strengthened 
according to DC 90 system (middle) and during testing after few cycles (right): for 
displacement 10 mm of console top point, extended flaws of 8-10 mm appeared in the first 
area from the point of force application. In the area to the wall constraint, cracks typical for 
dominant bending stresses appeared. Wall behaves much tougher at cyclic loading. For 
loading of 60 kN, for top displacement of 25 mm far less cracks occurred, with openings 2 
to 3 mm. 
 

  
Figure 8. Two-store wall model, before retrofit, after retrofit and during testing 

5. Conclusion 
The numerous testing of the construction DC90 system and DC90 Damper as well as 
numerous analyses define the sphere and the possibility of implementation of our 
technology.  The Canada HQL Type Damper can be used in case of low range plastic 
displacements (from tenth of millimeters to several millimeters), for example, displacement 
range from 4 to 5 mm.  In case of the constructions  that demand plastic displacements over 
100mm we recommend the using of “Bridge” Type Damper with maximum displacement 
range of 120 mm. Besides, the accumulated strain capacity in low cycle area is double in 
comparison with standard construction member’s capacity. The damper ability to define the 
limits of plastic displacements and to prevent the construction from failure is of significant 
importance. The construction mechanism provides the stability of its members even at 
higher values of strain in low cycle area as it is cited in patents.  
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Abstract. Owing to their high strength-to-weight ratio, materials incorporating polymeric 
fabrics are key structural components in numerous engineering applications. Fabrics are 
used extensively for protection against various projectiles, thus understanding their ballistic 
impact properties becomes vital for ensuring adequate protection. In this paper a two-
dimensional finite element was developed for modeling the deformation and failure of 
Nylon 6.6 and Kevlar 29 fabrics upon impact. The interaction between crossover yarns in a 
fabric material is incorporated into a continuum mechanics formulation for the shell 
element. The constitutive material modeling is based on a coupled visco-hyperelastic and 
damage model for one-dimensional rope elements accounting for the damage evolution by 
individual yarn failure. The model also incorporates the strain rate and temperature effects 
on the stress-strain behavior of Nylon and Kevlar fibers. The shell element is considered as a 
unit cell with the yarn interaction and deformation behavior resulting from the yarn 
crossover. The advantage of this modeling approach is that, while incorporating the details 
of yarn interaction, it does not explicitly model the geometrical details of the yarns, but 
including these details into a continuum element, and consequently reducing the 
computational time.  

 
 
 

1. Introduction  
 
Fabrics are used extensively in applications that involve protection against various 
projectiles, thus understanding their impact properties becomes vital for ensuring adequate 
protection for personnel and equipment. Several continuum models for ballistic properties 
of fabrics have been developed over the years [1,2]. These models capture the geometry of 
the three-dimensional interaction between yarns into a continuum description of the fabric 
behavior. In this paper a model for fabric behavior is presented, whereas the interaction 
between the crossover yarns is incorporated into a continuum description of a two-
dimensional membrane element. The advantage of this approach is that while incorporating 
the details of yarn interaction, it does not explicitly model the geometrical details of the 
yarns, but including these details into a continuum element, thus reducing the 
computational time. The proposed approach has been used before in [3-5]. The main 
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improvement of the present study compared with the previous research efforts is a more 
accurate description of the rate dependent behavior of the individual yarns and also a more 
accurate description of the damage evolution in yarns, thus improving the failure 
predictions for the membrane elements representing the fabric to be analyzed.  
 
2. Constitutive equations for two-dimensional polymeric shell elements 
 
The numerical implementation assumes a known visco-hyperelastic behavior for the yarns, 
and captures their interaction into a representative membrane element as a continuum 
representation of this interaction. The model is applied to Nylon and Kevlar fabrics. Figure 
1 indicates the position and the contact forces between two crossover yarns, as part of a 
larger fabric. The force in the fill yarn is denoted Ff while the force in the weft yarn is Fw. 
The spans are denoted sf and sw, while hf and hw represent the heights of the two yarns. 
Given these dimensions, the orientation angle αf and αw of the two fibers can be calculated, 
and the two fiber forces Ff and Fw resolved into their corresponding components Tf and Nf, 
and respectively Tw and Nw. The equilibrium between the two yarns is achieved when   

f wN N=                                                                                                                 (1) 
where   

sinf f fN F α= ,         sinw w wN F α=                                                                             (2) 
The forces in the fill and warp are computed from the stresses developed in each of these 
yarns 

AF ff σ=  ,   AF ww σ=                                                          (3) 
where A is the cross-sectional area of each yarn. The stress is given by the amount of 
stretch experienced by each yarn, following the model developed for one-dimensional rope 
elements by Potirniche et al. in [6]. According to this model, the stress developed as a result 
of the deformation process quantified by the total stretch is given by the sum of the 
hyperelastic, damage and visco-elastic stress components. Thus, one can write  

v
f

ed
f

eh
ff σσσσ ++=   and  v

w
ed
w

eh
ww σσσσ ++=                                  (4) 

Each of the stress components from the previous equations is calculated using the following 
equations [6] 
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(7) 

where λ is the stretch, μm, αm (m=1,2 and 3), A1, A2, A3, A4, and A5 are material constants 
defined for Kevlar 29 and Nylon 6.6, and t is the total time elapsed during deformation. I2 

represents the stretch invariant defined as 2
2 2I λ λ−= + . The material constants for Kevlar 

and Nylon have been presented in [6]. Writing Eqs. (5)-(7) for both fill and weft yarns, and 
substituting Eqs. (2)-(7) into Eq. (1), a non-linear equation will result from which the fiber 
deformation can be found using a Newton-Raphson algorithm.
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 Figure 1. Relative position of the fill and warp yarns with dimensions and applied forces. 
 
The stresses computed with equations (5)-(7) for the fill and warp yarns are used to 
compute the stresses in the membrane element. 

T
f f f=σ σT T ,                          T

w w w=σ σT T                                                           (8) 
where the transformation matrix T from the local system of fiber coordinates to the global 
system of coordinates of the membrane element as explained in [5]. Finally, the stresses in 
the membrane element are defined as  

2
fx wx

x

σ σ
σ

+
=  , 

2
fy wy

y

σ σ
σ

+
= , 

2
fxy wxy

xy

τ τ
τ

+
=                                                 (9) 

 
3. Application 
 
The membrane element has been implemented in the finite element code Javelin [7] as a 
user element. The implementation has been tested by simulating the behavior of a unit cell 
of the Kevlar 29 membrane element loaded under a simple tension test, as illustrated in Fig. 
2. The element is fixed in the warp direction and stretched in the fill direction. Fig. 2 
indicates that the strength of the element is much higher in the fill direction compared with 
the weft direction.  
 
Fig. 3 shows a computer simulation for a ballistic impact scenario in which a patch of fabric 
is firmly clamped and impacted by a bullet at given velocity. Velocities tested included 26 
m/s, 37 m/s, 46 m/s and 59 m/s.  The velocities of 26 and 37 m/s resulted in the bullet 
rebound, while the 46 and 59 m/s velocities resulted in the fabric being penetrated and 
significant fabric damage. Fig. 3 shows an example of the Kevlar 29 fabric impacted by a 
bullet at 46 m/s. Tests and numerical simulations were performed to characterize the 
ballistic resistance and fracture properties of single layer fabrics at four impacting 
velocities. Bullet velocities after impact were computed from the finite element simulations, 
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and it was observed that the Kevlar fabric undergoes a larger amount of damage compared 
with the Nylon fabric. The ballistic resistance of fabrics is the result of both the fiber 
strength and fiber density in the fabric.   
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Figure 2. Typical tension test of a membrane element stretched in the fill direction and fixed in the warp direction.  

 

      
(a) t = 100 µs                                                   (b) t = 200 µs 

        
(c) t = 300 µs                                                      (d) t = 400 µs 

Figure 3.  Kevlar fabric impacted at 46 m/s. 
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Abstract. We examined the stability of some algorithms taken from the industrial crash 
simulations, where full-vehicle-models are normally used. We reduced these models in order 
to investigate their main features and developed a new plasticity algorithm with better 
mathematical properties. We studied the functionality of the well-established return-
mapping-algorithm by performing some numerical tests in our simulation framework UG. In 
our mathematical models, we considered large elastic and plastic strains as well as both 
geometric and kinematic nonlinearities. 

 
 
 

1. Introduction 
 
The simulations of crash tests are very sensitive numerical procedures, which require very 
accurate and robust algorithms in order to handle numerical instabilities. In addition to 
these, also physical instabilities, which may be due, for example, to the bifurcation behavior 
of the material under asymmetric loading, have to be detected and correctly treated by the 
numerical procedures in order to obtain reliable results. In this context, our task is to 
identify and eliminate numerical instabilities and improve the mathematical analysis of the 
physical ones. 
For our purposes, we firstly formulated simplified versions of some full-vehicle-models 
used by automotive industries. By “simplified versions” we mean that our models are 
purely mechanical, take into account only a selected number of physical effects and are 
implemented for relatively simple (unrealistic) geometries. These preliminary steps are 
necessary for providing computationally cheap benchmark problems to be used for testing 
numerical codes and improving their functionalities, when needed. With this attitude, we 
focused on the stability of some algorithms used in crash test simulations. In particular, we 
closely investigated the return-mapping-algorithm [6]. By reviewing this computational 
procedure in the context of nonlinear programming (cf. [9]), we developed a new class of 
solution methods with better mathematical properties. 
Our next step is to adopt the methods exposed in [3] in order to include large-deformation 
contact in our problem. After the stability of our numerical algorithms has been proven, the 
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goal is to formulate a reliable criterion for identifying physical instabilities within a crash-
simulation.  
 

2. Reduced model for finite elasto-plasticity 

 

In our mathematical model of crash tests, we consider large elastic and plastic strains as 
well as nonlinear material behavior. Initially we concentrate on geometric and kinematic 
nonlinearities as well as on nonlinear material properties and elasto-plastic material 
behavior. The theoretical bases of our work were taken from [2][4][6]. 

 

2.1. Balance laws 
  
We consider the balance of linear momentum in local, material form: 
 

 
(1) 

In (1), F denotes the deformation gradient, S is the 2nd Piola-Kirchhoff stress tensor, ρ0 is 
the reference density, B is the body force per unit mass, and d represents the prescribed 
displacement on the Dirichlet boundary of the computational domain. For the first part of 
our study, inertial terms are not accounted for the force ρ0B. Apparently, dropping inertial 
terms in a mathematical model that should be the basis for crash test simulations may sound 
as a strong contradiction. However, our task here is to analyze and compare algorithms that 
should be applied in the numerical simulations of crash tests. In this respect, inertial terms 
are, at this stage, only “temporarily” switched off. This saves computational resources when 
different algorithms are compared, and allows for focusing on the possible numerical 
instabilities that, hidden behind a given algorithm, may exist independently on the 
consideration of inertial terms. 

We restrict our investigations to a purely mechanical framework. Consequently, thermal 
phenomena are excluded from the outset and dissipation is expressed in terms of 
mechanical quantities only. 

2.2. Constitutive equations, associative flow rule and Karush-Kuhn-Tucker conditions 
 
We consider the formulation of the J2 flow theory at finite strains for hyperelastic-plastic 
materials [6]. The constitutive equations, the flow rule and the KKT-conditions read: 
 
  (2) 

 

 

(3) 

 
 (4) 
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In (2)-(4), W is a stored energy-function, C is the Cauchy-Green strain tensor, be is the 
elastic part of the finger tensor, τ is the Kirchhoff stress tensor, f is the von-Mises flow-
condition and γ is the (Karush-Kuhn-Tucker) plastic multiplier. 
 

3. Numerical methods 

The numerical computations of the quasi-static case are performed by an incremental 
procedure, which contains a nonlinear sub-problem in every single incremental step. 
 

3.1. Discretization 
 
We obtain the discrete material model by an implicit Euler method in time for the evolution 
of the internal parameters, e.g. plastic strains or hardening variables. Inserting this update in 
the constitutive equation (2), we get a nonlinear incremental stress response, which has to 
satisfy the balance of momentum (1). Thus, we have to solve a nonlinear variational 
problem for the displacements. In order to discretize our equations in space we use a 
standard finite-element-method with tri-linear hexahedron elements for the displacements. 
 

3.2. Plasticity algorithm 
 
To start with the treatment of the governing equations of plasticity, we adopt the return-
mapping-algorithm (RMA) [6]. As remarked in [9], this well-established procedure, which 
requires low computational effort, may be turn instable because it computes stresses that do 
not necessarily satisfy the global equilibrium equations. This drawback can be improved by 
having recourse to an algorithm based on the linearization of (2)-(4). In [9], it is shown that 
such a criterion leads to a computational method with higher robustness in the case of small 
strains. The additional iteration, introduced due to the linearization of (2)-(4), defines an 
algorithm, which now iterates along stresses satisfying equilibrium, until (2)-(4) are 
“sufficiently” fulfilled. We extended this method to the case of finite deformations. 
 

3.3. Solution methods 
 
In our code the nonlinear variational problem is solved by a Newton method. The consistent 
tangent operator [7] provides the basis for the linearization therein. We use a parallel 
multigrid solver for solving the linear sub-problems featuring in the Newton scheme [10]. 
 

4. Numerical tests 

The implementation of the RMA in our software framework UG (“Unstructured Grids” 
[1][8]) has been tested by some benchmark problems. 
 

4.1. Benchmark problems 

As a reference for our numerical tests, we used a shear/compression-test of the unit-cube 
with perfect plastic behavior [5]. Additionally, we simulated the well-documented necking 
of a circular bar as an example for exponential hardening behavior [6]. 
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Figure 1. Unit cube in a shear/compression test. Figure 2. Max. Stress at the midpoint of the cube. 

 
 

Figure 3. 1/8th of a circular bar in a tensile test Figure 4. Change of necking area in time 

4.2. Software framework UG 
 
UG ([1][8]) is a general-purpose library for the solution of partial differential equations, 
which supports parallel adaptive multigrid-methods on high-performance computers. A 
novel implementation ensures the complete independence of grid and algebra. Cache aware 
storage for algebra structures and a parallel communication layer make UG4 well suited for 
current and next hardware-architectures. 
 
Acknowledgements. This work is supported by the Baden-Württemberg Stiftung in the project “Reduction of 
Numerical Sensitivities in Crash-Simulations on HPC-Computers”  
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Abstract. The objective of this paper is the analytical and numerical modelling of the 
overall elastic properties and the crack bridging toughening mechanism in metal-ceramic 
composites with interpenetrating phase microstructure (IPC). The specific microstructure of 
the IPC makes the effective media/field models based on Eshelby’s solution inapplicable to 
the estimation of the effective elastic properties of the IPC. The effective material constants 
were calculated analytically extending the Tuchinskii-Feng models devised for the IPC 
microstructure. Numerical FEM models were developed for two types of IPC 
microstructure: simplified 3-D cross structure and real microstructure obtained with 
computer micro-tomography scans. The micro-CT scans were transformed into FEM meshes 
using the Simpleware ScanIP/FE commercial software. The crack bridging mechanism was 
investigated assuming the metal ligament undergoing large plastic deformations (necking) 
and delamination from the surrounding elastic material (ceramic matrix). As a first step 
towards the numerical determination of J integral from the simulation of the CT (compact 
tension) test, the σ-u relationship in the metal fiber was determined numerically and applied 
to compute the stress and displacement fields in the CT specimen. The numerical solution 
agrees well with the analytical one obtained by Mataga et al. [4]. 

 
 
 

1. Introduction 
 
The metal-ceramic interpenetrating phase composites (IPC) are usually processed by 
pressure assisted or pressureless infiltration of molten metals into porous ceramic performs. 
They have characteristic microstructure different from typical MMC’s or CMC’s with 
particulate or fiber reinforcement. The main difference is that both metal and ceramic 
phases are spatially continuous forming complementary 3D skeletons of non-zero stiffness. 
The uniform microstructure and the enhanced mechanical and thermal properties are the 
main advantages of IPC. A state-of-the art in fracture and damage modelling of IPC can be 
found in [1], while models of effective properties of the IPC in [2] and [3]. The objective of 
this paper is twofold: (i) to model the effective elastic properties of IPC, and (ii) to model 
the fracture in IPC with the crack bridging being the major toughening mechanism. The 
developed models are verified on the example of Al2O3-Cu infiltrated composites. 
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2. Modelling of overall elastic properties 
 
The effective elastic constants of IPC can be determined using a number of different 
methods. Firstly, simple estimates of Voigt, Reuss and Hashin-Shtrikman were computed. 
Secondly, analytical models of Tuchinskii and Feng [2] based on the cross unit cell (Fig. 1) 
were implemented since the models based on the Eshelby solution are inapplicable for IPC. 
Here the generic Tuchinskii’s model was corrected and extended (cf. curves denoted as 
“extended bounds” and “extended model” in Fig. 3). Thirdly, numerical methods 
accounting for a real composite microstructure were developed and used for Al2O3-Cu 
microstructure acquired from the computer micro-tomography (micro-CT) images (Fig. 2a). 
The following numerical approaches were compared: the 3D cross microstructure model 
(Fig. 1), and two models based on the real microstructure obtained from the micro-CT 
scans: a voxel model, and a model with smoothed interfaces obtained with Simpleware 
ScanIP/FE software. With the +ScanFE software a FEM mesh was created and a smoothing 
of the material interfaces and optimization of the size of the elements was done (Fig. 2b). 
Three effective elastic constants were modelled: Young's modulus (Fig. 3), Poisson's ratio 
and the shear modulus (here only E modulus is shown for brevity). 
 

                       
 
Figure 1. Cross model of interpenetrating  
microstructure of an IPC. 
 
 

              
 
Figure 3. Effective Young’s modulus of Al2O3-Cu IPC: analytical and numerical models and micro-CT 
measurements results. 

b)

Figure 2. Real microstructure of Al2O3-Cu IPC from micro-CT 
images (metal phase) (a). FE representation in ABAQUS via 
Simpleware ScanIP/ScanFE (b). 
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3. Modelling of crack reinforcement by bridging fibres 
 
One of the main toughening effects occurring in metal-ceramic IPC during fracture is the 
crack bridging by metal ligaments, [4]. These ligaments deform plastically contributing to 
the composite’s fracture toughness. The J-integral, or energy release rate G in this case, can 
be expressed as 

( )∫==
*

0

u
duuGJ σ                   (1) 

where σ is the nominal stress in the bridging ligament at stretch u (σ→0 at u=u*, with u* 
being the crack opening displacement COD at rupture). A non-trivial problem is to 
determine the physical relation σ(u). This problem was solved numerically in this paper 
using the model of an elasto-plastic cylindrical ligament in an elastic matrix undergoing 
delamination from the surrounding material and large strains due to necking. Fig. 4 shows 
an exemplary FEM solution of axial stress distribution in the ligament for a chosen value of 
delamination parameter ψ. The obtained σ(u) relationships in function of the delamination 
parameter ψ are presented in Fig. 5 together with the corresponding analytical solutions of 
Mataga [4] based on purely geometrical considerations. 
 

  
 
Figure 4. Axial stress distribution in 
the metal ligament at large plastic 
deformation and delamination from 
the matrix; numerical solution by 
ABAQUS. 

 
 
Having determined the stress-displacement relationship in the bridging fibre, it was 
possible to apply it as a material model for the fibre in the numerical simulation of the 
Compact-Tension test. The truss element was introduced similarly as in Emmel [5] to 
model the bridging of the crack faces. The matrix material of the composite was Al2O3 
ceramics and the ductile fiber was that of copper. The plastic behaviour of the fibre was 
modelled using the input data furnished by the constitutive relation σ(u) (Fig. 5) which were 
then used in the UMAT procedure in ABAQUS. The truss element T2D2 was chosen for 
the fibre. The FEM mesh with boundary conditions and force loading is presented in Fig. 6. 

 

Figure 5. Normalized (σ−u) relationships in metal ligament derived 
numerically by FEM for three delamination parameters ψ; σ and σ0 
denote the nominal and the yield stress of the ligament material (Cu); 
a0 is the ligament’s initial radius. Relevant analytical solutions by 
Mataga [4] are also shown for comparison. 
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An illustrative example of the computed stress field in the CT specimen with a single metal 
ligament bridging the crack faces is shown in Fig. 7. 
 

          
 
Figure 6. The FEM mesh of a CT 
specimen with the metal ligament 
modelled as truss element connecting 
the crack faces. 
 

4. Conclusions 
 
A set of analytical estimates and numerical models have been employed to determine the 
effective elastic constants of the interpenetrating phase composites. The micro-CT images 
have been incorporated in the developed FEM models leading to the most realistic 
estimates of elastic constants. A problem of crack bridging with ligament undergoing 
delamination and necking has been modelled by FEM for an idealized ligament geometry. 
The resulting σ-u relationship for the crack bridging fibre was used in the FEM model of 
the Compact-Tension test. The obtained numerical results enable calculation of the J 
integral which is now in progress. 
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Abstract.  To analyze the collective behavior of a large number of carbon nanotubes 

(CNTs) we consider two computational models, covering two different length and time 

scales.  To model a large number of interacting CNTs in a turf, we represent the 

segments of CNTs forming the turf, as elastica finite elements.  During compression, the 

predominant deformation of CNTs is due to bending and buckling.  The van der Waals 

forces of interaction between adjacent tubes are modeled as distributed loads.   An 

explicit time integration technique is used to integrate the equations of motion.  The 

resulting computational model is robust and is capable of modeling the collective 

behavior of CNTs.  The generation of the computational model of a turf is accomplished 

by means of the restricted random walk and subsequent relaxation.  The continuum 

model is a nonlinear viscoleastic model.  We show that it is capable of representing 

different experimental conditions. 

 

 

1. Introduction 

 

The properties of individual carbon nanotubes (CNTs) have been studied extensively, and 

are now well understood.  The collective behavior of CNTs arranged in complex 

structures, turfs (Figure 1) is of interest in practical applications, such as nanoscale 

sensors and thermal switches.  Their microstructure is the result of the growth process 

from the substrate [1], during which an interplay of elatic bending energy and adhesive 

energy produces a local energy minimum in the configurational space [2].   

 

 

 

 

 

 

 

 

 

 

 

 

 

Given the growth method, the following question arises:  Is the CNT turf a material, 

describable by a standard mathematical apparatus of continuum mechanics with effective 

properties, or – is it a structure, in which case a continuum model is not relevant?  

Figure 1.   SEM images of the carbon nanotube turf: (a) corner view, (b) detail. 

(a) (b) 
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Moreover, the uniform compression experiments reveal a curious type of nonlocal 

behavior – collective reorientation and buckling of a layer [3, 4].  The curious aspect of 

this behavior is that the nonlocality occurs under uniform loading, but not under non-

uniform loading such as nanoindentation [1, 5].  We have shown [6] that the turf is indeed 

a material, with negligible variation in local mechanical properties.  Our uniform 

compression experiments [3] indicate that collective reorientation and buckling of the 

boundary layer is the result of intrinsic length scale, associated with CNT wavelengths.   

 

In the present communication, we  first address the nonlocal reorientatiion and  buckling 

using the discrete model based on elastica elements, then formulate a local continuum 

model to simulatethe  behavior under localized loading. 

  

2. Discrete model 

 
The segments of each CNT are modeled as elastica elements [7].  Their extensional and 

bending stiffness are calculated from atomistic model.  The extensional stiffness is very 

high compared to the bending stiffness, so inextensional constraint was imposed by means 

of Lagrange multipliers.  The van der Waals interactions between the segments are 

modeled as distributed forces using the Lennard-Jones potential.  The algorithm for 

interaction detection was developed.  The preliminary results are shown in Figure 2.   

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 2.  Uniform compression of a turf by 10%.  The 

initial configuration was created by means of a 

constrained random walk algorithm, and subsequent 

relaxation, taking into account van der Waals 

interactions.  Such initial coniguration is characterized 

by the average curbature, number of contacts per uni 

length and density.   Periodic boundary conditions are 

imposed on the sides.  The turf is then gradually 

compressed vertically.  Formation of buckled layer on 

top preceeded by collective reorientation of bowed 

segments is observed.  A study of dependence of buckle 

wavelength on the parameters of initial connfiguration is 

underway . 
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3. Continuum model 

 

The continuum  model CNT turfs is the isotropic compressible elastomeric hyperfoam [8] 

with a Kelvin-Voigt relaxation component.  The time dependent relaxation seen in the 

nanoindentation experiments is due to thermal sliding of contacts between the tubes.  To 

obtain an economical 2D problem, we approximate the Berkovich three-sided pyramid 

with the equivalent conus.  The adhesive contact between the tip and the turf (arising from 

van der Waals interactions) is modeled with the Lennard-Jones contact law.  The details 

of numerical procedure are given in [9]. We consider two different nanoindentation 

setups: (a) load-controlled experiment (Hysitron triboscope) with a blunt (spherical), and, 

(b) depth-controlled experiment (Hysitron triboindenter) with a sharp tip.  

   

The fit between computational and experimental results in Figure 3a is satisfactory.  The 

differences between the experiments and the model can be attributed to the equivalent 

cone approximation of the Berkovich indenter.  The results shown in Figure 4a also 

indicate a satisfactory fit.  A notable exception is the sharp change in the slope during 

computational unloading (point c
1
 in Figure 4a),  which is the result of our neglecting the 

time-dependence of adhesion at the contact between the turf and indenter, resulting in 

delayed onset of peel-off (Figure 4b).   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Discussion 

 

In contrast to nanoindentation results, CNT turfs under uniform loading exhibit 

irreversible reorientation of CNTs and collective buckling of a layer. T he question of 

why such collective buckling does not occur under localized load can perhaps be 

answered at this time.  Buckling of nanotubes will be irreversible only if it involves 

collective rearrangements of large number of segments, i.e., large volume.  In contrast, 

0 

Figure 3.   (a)  Comparison between FE results and controlled load nanoindentation 

experiments.  (b) Loading history.  (c) The loading mechanism of the Hysitron 

Triboscope.  Note taht the force P is controlled, not the contact force Q. 
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buckling of a single segment with fixed ends (contacts) is expected to be fully reversible.  

Even if the ends (contacts) slide, they can slide back under reversed loading if the 

topology of the segments is not changed.  Only the changes in topology (connectivity) are 

expected to yield mechanically irreversible behavior.  Under localized loading, the 

segments in a small affected volume buckle, but the changes in topology are minimal or 

nonexistent, hence the mechanical reversibility.  
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Figure 4.   (a)  Comparison between FE results and controlled-depth nanoindentation 

experiments.  (b) Contact radius as a function of indentation depth.  
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Abstract. The subject of this study is application of local approach to ductile fracture in 
order to estimate the integrity of pipes with local thin areas (e.g. corrosion defects). Majority 

of the procedures for determining the load carrying capacity of such structures are based on 
limit loads, i.e., plastic collapse criteria. However, they can also fail by ductile fracture 

mechanism, which is modelled in this work using the complete Gurson model - CGM. This 

model is applied to predict the damage development in the pipes with simulated corrosion 
defects (machined notches with different sizes). The failure criterion is considered fulfilled 

when damage parameter reaches its critical value in the bottom of a notch. Bearing in mind 

that one of the main problems in application of local approach to fracture is the mesh 
sensitivity, a study has been conducted to determine the dependence of maximum pressure 

on the size and formulation of the finite elements in the defect area. 

 

 

 

1. Introduction 

 

Many procedures for estimation of remaining strength of the pipes with corroded (local 

thin) areas have been developed in the last decades, including solutions from ASME B31G 

code, Det Norske Veritas procedure, SINTAP/FITNET procedure and several groups of 

authors dealing with this topic [1-7]. In this work, a local criterion for determining the 

maximum pressure in damaged pipe for drilling rigs is discussed. A capped pipe segment, 

with corrosion defects simulated by machined notches, was subjected to hydrostatic 

pressure to determine the spreading of plasticity in damaged areas. Local approach to 

fracture is applied to assess the failure criterion for the pipe, and results are compared with 

existing solutions from the literature and a finite element stress-based criterion. 

 

2. Experimental 

 

API J55 steel is used for fabricating the examined seam casing pipe; yield strength 380 

MPa, tensile strength 562 Mpa (more data about the material is given in [8]). Having in 
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mind that damage is modelled in this work using a micromechanical model, quantitative 

microstructural analysis was performed to obtain the microstructural parameters (Table 1).  

 
Table 1. Microstructural parameters of the examined material. 

Material f [%] λ [μm] 

API J55 steel 2.7648 69.39 

 

Pressure test is conducted on a segment of the pipe capped at both ends, with nominal 

diameter 139.7 mm and wall thickness 6.98 mm. Corrosion defects were simulated by 

machining circular notches at the outer surface of the pipe. Different levels of material 

degradation (local thin areas) were represented by varying the notch depth: 75%, 50% and 

25%. During the increase of pressure, the strains were measured inside each notch. 

 

3. Numerical analysis 

 

Numerical analysis of the behaviour of the pipe under internal pressure is conducted using 

the finite element (FE) software package Abaqus [9]. FE meshes consist of 20-node 

reduced integration elements, Figure 1; defect length is varied in order to check its 

influence on the load carrying capacity. Due to the symmetry, one quarter of the pipe is 

modelled, with appropriate symmetry boundary conditions defined at the model boundaries. 

Loading is defined by prescribing the pressure at the inner surface and axial loading at one 

side of the FE model for simulating the effect of the dished end.  

 

 
Figure 1. Finite element meshes. 

 

4. Micromechanical modelling 

 

A significant accumulation of stress and plastic strain emerges in the bottom of a defect, 

which leads to development of ductile damage in this area. The complete Gurson model – 

CGM [10] (with porosity as damage parameter) is used for damage quantification in this 

work. In the initial stage of ductile fracture of steel, the voids nucleate mostly around non-

metallic inclusions. Hence the initial porosity f0 is here assumed to be equal to the volume 

fraction of non-metallic inclusions fv, Table 1. CGM is applied through Abaqus UMAT 

subroutine created by Zhang, based on [10]. The value of f is monitored in the element 

nearest to the middle of the defect. When it reaches the critical value fc, the pipe failure is 

predicted and the corresponding maximum pressure is determined.  

 

In the literature [11 - 13], local approach to fracture has been previously used for analysis 

of load carrying capacity of pipes with crack-like flaws. The present work aims at 

extending this approach to pipes containing blunt surface defects, like those caused by local 

corrosion. Local approach to fracture was previously applied for similar purpose in [14], 
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but the procedure included so-called uncoupled modelling - calculating the damage 

parameter during post-processing procedure, without its influence on the yield criterion. 

 

5. Failure criteria comparison 

 

In addition to the micromechanical criterion, several solutions from literature are applied in 

this paper for calculating the maximum pressure of the analysed pipe: ASME B31G code 

[1], modified ASME B31G [2] and the solution of Choi et al. [5] (in the remainder of the 

paper - Choi’s solution/equation). All the expressions give the limit pressure dependence on 

defect depth and length, geometry of the pipe and material properties.  

 

The dependence of the maximum pressure in a damaged pipeline on the defect length is 

shown in Figure 2 for damage levels 75% and 50%; the results were obtained using the 

three mentioned expressions, the FE stress-based solution and the CGM solution. FE stress-

based failure criterion is considered to be fulfilled when the von Mises stress value reaches 

the reference stress throughout the entire ligament, i.e., it is also a plastic collapse criterion, 

like the expressions mentioned in the previous paragraph. The reference stress was chosen 

as 85 % of the ultimate tensile strength, as a moderately conservative solution [15].  

 

Local approach (CGM) can predict the trend of decrease in maximum pressure with 

increase of defect length and depth. Having in mind that it is strain-based and that it 

includes damage development in the material, it is physically suitable for the materials 

often used for pipe manufacturing. Namely, such materials exhibit ductile behaviour in the 

working conditions (except for those operating at low temperatures) and their failure is 

usually accompanied with plastic deformations.  

 

      
Figure 2. Maximum pressure for defects with depth 75% (a) and 50% (b) of the pipe wall thickness - dependence 

on defect length. 

 

Bearing in mind that the prediction of the initiation of ductile fracture using the local 

approach to fracture typically exhibits mesh dependency, the calculations were performed 

with several mesh refinements. The results did not vary significantly [16], which can be 

attributed to the fact that crack initiation is assessed in this work as a failure criterion, and 

the stress concentration on the analysed geometries was not pronounced.  
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6. Conclusions 

 
Ductile fracture initiation can be used as the failure criterion for examined damaged pipes, 

especially bearing in mind the exploitation conditions and materials used for their 

manufacturing. Micromechanical modelling, unlike most solutions for integrity assessment 

of corroded pipes, includes analysis of damage initiation which must occur before total 

failure. This approach can be used for determining the fracture initiation moment in 

structures without a pre-crack, which cannot be achieved by application of fracture 

mechanics criteria. It is found that influence of the FE mesh on the applied failure criterion 

is negligible, which can be attributed to a lack of significant stress concentration.  
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Abstract. Motivated by a low-cyclic fatigue micromechanical model proposed recently [1], 
a study is performed emphasizing the concept of damage induced anisotropy. The numerical 
solution of these nonlinear constitutive relations represents an important topic since it needs 
relatively important computational time. For such a model coupled with damage having a 
high nonlinearity, the identification of model parameters represents always an important 
issue. Therefore, a combination of the genetic algorithm with pattern search is proposed. A 
comparative study is conducted under complex cyclic loadings showing the ability of such 
approach in identifying model parameters. 

 
 
 

1. Introduction 
 
Despite the existence of increasingly powerful computers, the progress in the constitutive 
relations development is necessary and can be performed via computational optimization 
process. Several types of constitutive relations like micromechanical models are formulated 
for describing several complex physical phenomena. Under cyclic loadings, a strong non-
linearity response makes their resolution very expensive in computing times as well as in 
memory capacity. From the numerical simulation viewpoint, it has been recently reported 
[2] that the algorithm of Burlisch–Stöer gives the best compromise between the 
computational time and its precision compared to other very well-known algorithms tested 
with a micromechanical model [1]. 
In this work, our focus goes towards the identification of the model parameters particularly 
these related to damage evolution. The used applications deal with cyclic plasticity 
behavior with damage induced anisotropy behavior of polycrystals and its related 
phenomena under complex history of external paths. To conduct the identification process, 
a combination of genetic algorithm (GA) with pattern search (PS) is developed. The two 
methods are complementary and have different applications. The GA optimizes globally the 
model parameters leaving the field open for the local method (here, the pattern search 
algorithm) to determine the final values of these parameters. Then, in order to evaluate the 
performances of the proposed method, a comparative study is conducted showing the 
ability of such approach to identify the model parameters. 
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2. Employed Micromechanical Model 
 
The used micromechanical model utilizes three operating levels which are: microscale (slip 
system), mesoscale (granular) and macroscale (overall). The theoretical formulation of the 
developed model is presented in detail in [1]. However, a short description of the main 
features of the mesoscale model equations is illustrated in Table 1.  
 

Table 1 macroscopic model equations coupled with damage 

At the macroscopic level  
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To determine the overall damage tensor D  (Eq. 5), the spectral decomposition of stress 

tensor is deduced (Eqs. 1-4). *iΣ  is the ith principal strain and pi the ith corresponding to the 

unit principal direction of eigenvalue and eigenvector of Σ*, and the symbol ⊗  represents 
the tensor product. The 4th order positive spectral projection tensor 

+P  given in (4) is 

determined by equations (2) and (3). According to (5), the damage is considered to be 
entirely active when all the eigenvalues are positive in the three principal directions; 
whereas, it becomes fully passive once the eigenvalues are negative, i.e., depending on the 

+P  configuration. Hence, +P  allows verifying naturally the complexity of the damage 

activation/deactivation phenomenon whatever the applied loading path. The overall rigidity 
tensor for a damaged material dR  and its evolution dR& are defined respectively by equations 

(6) and (7), where oR  is the classical 4th order rigidity tensor for an initially isotropic 

material. As recently proposed [1], the overall stress tensor evolution coupled with damage 
activation/deactivation phenomenon is mathematically described by equation (8). In (9), the 
second term in the right-hand side depends explicitly on the eigenvectors variation during 
cyclic loading. Thus, when the loading is applied according to laboratory reference axes, 
the principal vectors coincide with the latter. In this case, these vectors are constant, i.e., 
their characteristics vary neither with respect to time, nor according to the deformation. 
Hence, the second and third terms in the right-hand side of equation (9) vanishes. As a 
result, equation (8) has the advantage to successfully treat a great number of loading types 
especially the multiaxial ones. 
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3. Numerical approaches 
 
The identification process is to numerically find a set of coefficients, which correlates the 
best possible predictions and experimental results. It is to minimize the difference between 
the recorded model response and the given experimental result. Such a difference can never 
be zero. However, the rule states that when the difference is smaller, the set of coefficients 
is better. In this work, identification of the model parameters is to find a search space where 
these values should minimize the gap between experimental results and predictions. 
Solving this problem is realized by minimizing the following function: 

1
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t
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where, P: Model parameters, N: number of tests, [t0, t1]: time interval of the test n, Vexp-
Vsim: difference between observed variables and their simulations for the test n, D: 
weighting matrix of the test n. 
The complexities of research space give in general the minimum function using radically 
different methods of resolutions. As a first approximation, it seems that deterministic 
method is suitable for search in small state-space; whereas for complex and large search 
state-space, this requires rather a method of stochastic search (genetic algorithm, pattern 
search ...). 
The difficulties of these problems via conventional optimization methods give rapidly this 
family of algorithms able to handle large combinatorial problems with mixed variable. It is 
more interested for solving practical problems by a general classification of optimization 
problems and solved methods [3,4]. Briefly, genetic algorithms are adaptive heuristic 
search algorithm based on the evolutionary idea of natural selection and genetic. Moreover, 
they are a part of evolutionary computing, a rapidly growing area of artificial intelligence. 
 

4. Numerical applications  
 
The performance evaluation of the proposed numerical approach for identification issue is 
performed describing polycrystals elastic-inelastic cyclic behavior under uniaxial tension-
compression (TC), biaxial tension-torsion with 90° out-of-phase angle (TT90). An 
aggregate of 400 grains is used assuming a single-phase FCC. Initially, a database for both 
cyclic loading (TC and TT90) is numerically made up to final damaging of the material 
point (grains aggregate) using these coefficients given in table 1. Such a database is 
considered as an experimental one. Thereafter, the identification process of model 
parameters related to the damage is started by setting the parameters of elasticity and 
plasticity changing all the damage parameters. Therefore, the identification process by the 
global minimum optimization concept is made through the genetic algorithm. Several 
iterations are made obtaining several families of model parameters followed by a local 
identification using the pattern search algorithm. The optimized model parameters are 
summed up in table 2.  
 

Table 2 Constants of the model 
 

MPa MPa MPa MPa

Model parameters E ν α z K b ko Q h1=h2=…=h5 h6 C a S so w d1 d2 γo

initial coef 215000 0.32 1 20 50 13 240 256 1 2.4 95100 10 4 0.951 1 1.4 7

Optimized coeff. 215000 0.32 1 20 50 13 240 256 1 2.4 95100 10 5.24 4.07 1.38 1 1.82 7

Damage parameters
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One of the main reasons which promotes this association is that both algorithms are 
parallelizable as shown in [3,4]. This allows gaining in computation time by exploiting 
computer multiprocessor. The experimental recorded fatigue lives are 186, and 67 cycles 
for TC and TT90, respectively. The model predicts these lives faithfully giving therefore 
195 and 67 cycles in TC and TT90, respectively. 
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Figure 1. Evolution of the overall stress during TC, TT90 up to the final fracture 

 
Figure 1 represents the typical evolutions of the maximum overall stress (pick stress value 
for each cycle) versus cyclic time using the same maximum von-Mises equivalent macro-
strain for the two cyclic loading paths (TC and TT90). The predicted responses describe 
properly the experimental results. Note that these predicted results are computed with the 
optimized model parameters summarized in table 2. 
 

5. Conclusion 
 
The objective of this work is to optimize the identification of the micromechanical model 
parameters under different cyclic loading complexities. Hence, a combination of genetic 
algorithm (GA) with pattern search (PS) is developed. The GA optimizes globally the 
model parameters the PS (considered as a local method) has a role to determine the final 
values of these parameters. It is recognized that this combination shows its ability to 
optimize the identification process. Consequently, the predicted responses describe 
faithfully the experimental results 
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Abstract. Deformation anisotropy of sheet aluminium alloy 2198 (Al-Cu-Li) has been 
investigated by means of mechanical testing of notched specimens and Kahn-type fracture 

specimens, loaded in the rolling direction (L) or in the transverse direction (T). 

Contributions to failure are identified as growth of initial voids accompanied by a significant 
nucleation of a second population of cavities and transgranular failure. A model based on the 

Gurson-Tvergaard-Needleman (GTN) approach of porous metal plasticity incorporating 

isotropic voids, direction-dependent void growth, void nucleation at a second population of 
inclusions and triaxiality-dependent void coalescence has been used to predict the 

mechanical response of test samples. The model has been successfully used to describe and 

predict the direction-dependent deformation behaviour, crack propagation and, in particular, 

toughness anisotropy. 

 

1. Introduction  

 

Characterisation of alloys with respect to resistance against ductile crack extension has 

become an essential part of a damage-tolerance concept, which acknowledges the existence 

of cracks and structural damage. Damage mechanics provides a unified approach of 

combining constitutive equations for anisotropic deformation with equations describing the 

degradation of the material, taking full advantage of the potential of the local approach. 

Ductile damage is usually approached by using isotropic damage models, in which voids 

are assumed to be spherical while the matrix material is assumed to be isotropic. Assuming 

plastic isotropy of the matrix only, many authors have investigated the influence of the void 

geometry on the homogenised response of the material. Apparently, there is a coupling 

between anisotropy and void growth due to the constraint added in the vicinity of the void. 

In order to account for this effect in a general way, a homogenisation procedure has to be 

accomplished, which finally leads to a set of constitutive equations comprising plastic 

potential, flow rule and an evolution equation for the porosity. For the sake of simplicity, 

porosity is commonly expressed as a scalar quantity; its evolution is therefore assumed to 

be isotropic. To the contrary, evolution equations for non-isotropic voids require at least a 

non-scalar damage measure, e.g. for the modelling of ellipsoidal voids [1-3] or general 

anisotropic damage [4-6]. For orthotropic material like rolled sheets, various yield criteria 

are available. Anisotropy is expressed by using a structural tensor, which is based on the 

axes of orthotropy. In damage models this framework may be used together with the 

assumption that effects caused by matrix anisotropy and void shape are independent [7].  

The material considered in the present study is a new member of the Al-Cu family. These 

alloys are specifically designed to have good mechanical properties in order to use them for 

structural components in aircrafts. It has superior yield strength than the well established 

alloy Al 2024.This template should help the authors of plenary lectures and accepted papers 
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for the ICDM - International Congress on Damage Mechanics to prepare their papers. The 

length of full papers should be 4 pages. The authors are kindly asked to follow the 

instructions about formatting of the document in order to reduce further interventions 

during the preparation of Proceedings. 

 

2. Constitutive Model  

 

For commercial aluminium alloys, non-quadratic yield criteria are recommended. In a 

previous investigation [8], it was proven that the Bron model [9] based on an anisotropic 

yield surface is able to predict the direction-dependent deformation response of different 

types of flat specimens machined from rolled sheets. This particular constitutive model has 

been extended in order to incorporate the effect of hydrostatic pressure on the growth of 

micro-voids. This was done by replacing the (von Mises) equivalent stress usually used in 

the yield function of a voided aggregate by the respective definition of the anisotropic 

deformation model,  : 

 
2

2
h

1 2 12

3
2 1 0

2

* *q f cosh q q f
R ( p ) R( p )

  
    

 
. (1) 

For the nucleation term different functions have been proposed. Following the popular 

assumption to link nucleation rate to plastic equivalent strain, a constant nucleation rate 

starting at a threshold value of the plastic equivalent strain is used in the present 

contribution,  

 0nucf A H p   , (2) 

with H being the Heaviside function and A and 0 model parameters. This was chosen to 

support void nucleation at high plastic strains on a phenomenological basis. Hardening and 

damage evolution are assumed to be isotropic, expressed by the plastic equivalent strain, p, 

and the void volume fraction, f. The mathematical model has been realised in the object-

oriented FE code Zébulon [10]. It has been linked via the material library Z-Mat to the 

commercial finite element program ABAQUS/Standard, which is used to perform the 

simulations in the present contribution.  

The model parameters have been identified sequentially. The strain hardening function in 

terms of true stress and true (logarithmic) plastic strain was taken from a tensile test in L-

direction up to the load maximum and extrapolated using a power-law function 

0.1202468 [MPa] (1 40.95 )p    (3) 

The shape parameters of the yield surface a, b1, b2 and  as well as parameters describing 

the orthotropy cik were calibrated based on force-elongation and reduction of width signal 

taken from smooth and notched samples [8]. The model is used in the following to 

determine parameters associated to damage and to predict the mechanical behaviour of 

notched tensile specimens and Kahn-specimens. The void volume fraction at the beginning 

of coalescence has been derived form 3D-unit-cell calculations and found to be dependent 

on stress triaxiality, T. An exponential decay functions have been used for the respective 

main loading directions.3. Equations 
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3. U-notch tensile specimens and Kahn specimens 

 

Two different kinds of notched specimens were used: specimens with notch radius of 1 mm 

and notch radius of 2 mm. Specimens were machined in three directions with respect to the 

rolling direction of the sheet: 

 along the rolling direction, L “Longitudinal”, three specimens each radius, 

 perpendicular to the rolling direction, T “Transversal”, three specimens each 

radius, 

 45º to the rolling direction, D “Diagonal”, three specimens each radius. 

Despite the fact that the specimen thickness is comparably small, 3D discretisation has to 

be used for the simulations to properly capture the void evolution.  

Kahn specimens were machined in two directions with respect to the rolling direction of the 

sheet: 

 along the rolling direction, L “Longitudinal”, 

 perpendicular to the rolling direction, T “Transversal”. 

For the FE-model of the specimen, one fourth of the specimen is modelled due to the 

twofold symmetry. The complete specimen was constructed with 3D quadratic solid 

elements with reduced integration. 

Figure 1 displays the experimental results obtained from the notched specimens in the three 

directions and the corresponding simulation results. The maximum force of the specimen 

oriented in T-direction is highest for notch radii of 1 mm and 2 mm, while D-orientation 

shows a significantly lower force level. The elongation at failure observed in the 

experiments is sorted in increasing order L, T, D for both notch geometries. While L and T-

orientation differ only slightly, D shows a significantly higher failure strain. This effect 

correlates well with the fracture surface appearance, where the amount of dimples is 

significantly higher on D-oriented specimens compared to L and T orientation revealing an 

increased ductility.  

Figure 2 displays the experimental results of the two representative Kahn-type specimens 

and the corresponding simulation results. One can see from the simulation results that slight 

differences in specimen’s “pre-fracture” deformation behaviour between L- and T-

orientation exist. The simulations under predict the maximum force, but meet the 

decreasing part of the load-CMOD curve. This implies that the stable crack extension phase 

is not exactly met by the simulations, whereas the mixed-mechanism-phase is. This goes 

back on the calibration of the nucleation function used, eqn. (2), which is based on the 

sudden load decrease obtained from the notched samples originating from a turn to a 

slanted failure mode. Consequently, the use of the strong nucleation rate aims rather on an 

assessment of the slanted failure mode instead of meeting the stable crack extension 

correctly. 
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Figure 1. Response of the U-notched samples =2 mm (a) and =1 mm (b) – experiment and simulation using the 
damage model 
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Figure 2. Results of the FE-simulations of the Kahn tear tests in comparison with experimental data 
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Abstract. In this study, the mechanical response and progressive damage behavior of a 

graded porous implant made of hydroxyapatite reinforced polyetheretherketone (HA/PEEK) 

biocomposite under tensile and compressive loads have been investigated. In the macro-
scale, a finite element (FE) model was constructed with brick elements and beam elements 

with gradient variation in their cross-section areas for mimicking the entire implant. In a 

micro-scale, a repeated unit FE cell model developed previously was used to determine the 
constitutive behavior of the base material, which was subsequently exported to the macro-

scale FE model. By incorporating a material failure criterion in the micro-scale FE model, 

the mechanical response and the damage evolution of the graded porous implant under 

either tension or compression could be simulated. The advantages and limitations of the 

graded porous biocomposite implant are also discussed. The results show that the proposed 

method can provide useful information for the design of graded porous biocomposite 
implants.  

 

Keywords: Finite element method, Mechanical response, Damage behaviors, Graded porous 
biocomposite implant 

 

1. Introduction 

Porous biocompostie structures have been widely used as biomimetic materials in the 

medical and pharmaceutical fields for bone replacement and implants, and scaffolds for 

bone tissue or cell growth [1-2]. The previous studies on porous biocomposite structures 

focused on the mechanical properties of homogenous uniform cellular solids such as open-

cell foams [3] and porous scaffolds [4]. However, study of the elasto-plastic response of 

graded porous structures for mimicking the bone structure is very limited. The multi-level 

finite element (FE) method has been used for studying the effects of shapes, sizes and 

locations of microscopic inclusions on the structural performance of elasto-plastic two-

dimensional structures [5]. This method was also used to analyze local cellular deformation 

in bone tissue for determining the relation between pore pressure and local tissue strain [6]. 

Pore size and distribution in porous structures are important factors, affecting the 

effectiveness of bone implants.  In clinical engineering applications, too small pore size 

could prevent cellular penetration, and a too large pore size could hinder the adhesion and 

proliferation of adjacent cells, highly weakening the structural integrity [7]. In this study, a 

multi-level FE method is proposed to predict the mechanical response and damage behavior 

of a graded porous implant made of hydroxyapatite reinforced polyetheretherketone 

(HA/PEEK) biocomposite under tensile and compressive load. A micro-scale model was 

firstly developed to determine the mechanical properties and damage behavior of the base 

material. A macro-scale model was constructed with brick elements and beam elements 
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with gradient variation in their cross-section areas for mimicking the graded porous 

structure. By exporting the behavior of the micro-scale model with damage initiation and 

evolution to the macro-scale model, the damage behavior of the graded porous structure 

could be simulated. The proposed method can be extended to model the mechanical 

properties of bone, which possesses a multi-level hierarchical structure. 

 

3. Interface Damage Initiation and Evolution 
 

The damage initiation for the interface layer between HA and PEEK was assumed to occur 

due to a stress-based damage criterion. A threshold parameter , is defined as follows 
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where     ,     and     represent the nominal stresses when the deformation is either purely 

normal to the interface or purely in the first or the second shear direction, respectively. M 

represents the peak value of each corresponding quantity. When the value of , reaches 

unity, damage is initiated. The damage evolution function for the interface is defined [8]. 
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where      and      represent the relative displacements for the damage initiation and total 

decohesion, respectively. The maximum relative displacement is        . The relation between 

the effective plastic displacement     and effective plastic strain is     given by              , 

where L is the characteristic length of the material. This relation can be rewritten as 

             . A linear evolution of the damage variable, d, with      is assumed. Then  
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p

pL
d




                                                         (3) 

where    is the maximum effective plastic displacement. When the effective plastic 

displacement     increases to      , the value of d reaches unity, meaning that the material 

stiffness of the interface layer is totally degraded and the HA/PEEK interfacial debonding 

occurs. During the damage process, the contact stress components are revised as 
 

  nn d   1 ,    ss d   1 ,    tt d   1                         (4) 

where      is the newly obtained normal stress, and similarly for the symbols of     and    . 

From Eq.(4), there is no stress between HA and PEEK at debonding when d = 1.  

 

4. Numerical Results and Discussion 
 

4.1. FE results of micro-scale model (base material) 
 

When the micro-scale model was subjected to a tensile normal displacement along the x-

axis, the maximum von Mises stress was initiated at the pole of the interface, inducing the 

initiation of interfacial debonding along the interface beyond the nominal tensile strain of 

4% and leading to a significant debonding at a tensile strain of 20%, as shown in Fig.2(a). 

When a compressive displacement was applied to the cell model, the maximum von Mises 

stress in the interface changed to its centre portion, leading to the occurrence of debonding 

in this area at the compressive normal strain of 20%, as shown in Fig.2(b). The normal 

stress-strain relations of HA/PEEK, the base material predicted from the micro-scale model 

is shown in Fig.3. For the model subjected to a tension, the normal stress decreases more 
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significantly for a material with a high particle content (e.g. PVF=40%) beyond the tensile 

strain of 0.06, because the cross-section occupied by the particles in the material with 

PVF=40% is higher than that for PVF=10%, hence the load-bearing capacity for the 

material with high PVF after interfacial debonding drops more sharply. This response is not 

significant for the model under compression. For example, the material with PVF=30% has 

a similar stress level as that with PVF=10% at a compressive strain of 0.1, because the 

debonded particles can still contribute to the load-bearing capacity of the material.  

 
  Figure 1. Schematic diagram of the graded porous structure and multi-level FEM models. 

                             

 

4.2. FE results of macro-scale model (graded porous structure) 
 

The normal stress-strain relation of the graded porous structure under tension, as shown in 

Fig.4, is similar to that of the base material shown in Fig.3.  The tensile strength of the 

structure drops from 12.9MPa to 7.2MPa at a tensile strain of 0.1 when PVF is increased 

from 10% to 40%. However, for the structure under compression, elastic behavior is 

dominant. The normal stress on the structure increases linearly to the maximum value, and 

then the structure crashes before it exhibits a plastic response. The difference between the 

tensile and compressive response of the structure is attributable to the effect of the 

debonding damage criteria in the micro-scale model. The proposed method can be applied 

to structures with more complex variations in porosity levels, because the beam cross-

sectional area in the meso-scale FE model serves as the controlling parameter. 

 

5. CONCLUSION 
 

In this paper, the mechanical response and damage evolution of a graded porous structure 

made of HA/PEEK biocomposite was analyzed by using a multi-level finite element 

method. By using the micro-cell model incorporating the criteria for the interface damage 

initiation and evolution, the normal stress-strain relation of HA/PEEK undergoing 

interfacial debonding could be obtained. The macro-scale model constructed from the beam 

elements with variable cross-sectional areas was also effective in mimicking the structure 
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with a gradient change in porosity, and hence could predict the stress-strain response of the 

structure. The results showed that the proposed method can provide useful information for 

the design of graded porous biocomposite implants, which can be extended to model multi-

level hierarchical bone structures. 
 

 
 

                                                (a)                                                                               (b)  
Figure 2. The contour plots of von Mises stress field in the micro-scale model with PVF = 10% under,  

(a) nominal tensile strain of 20% and (b) nominal compressive strain of 20% 

 

   

 

 

 

   Figure 3. Stress-strain relation of the base material       Figure 4. Stress-strain relation of graded porous material    

                 predicted by the micro-scale model                                      predicted by the macro-scale model 
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Abstract. The primary objective of this investigation is to develop a thermodynamically
consistent constitutive model for carbon fibre reinforced composite (CFRP) materials under
high velocity impact loading. The constitutive model is capable of modelling formation and
propagation of shock wave in anisotropic material and damage and failure including damage
induced by shock wave propagation. The model comprises two parts: equation of state
(EOS) which defines the material response to isotropic volumetric deformation and the
strength part which defines the material response to pure shear deformation. Solution
proposed by Anderson [1] was not capable of predicting material response accurately, thus
the alternative decomposition of stress tensor was used [2].

The damage model is based on the assumption that damage within continuum can be

represented as a second order tensor, ij which is divided into the damage which results in

volume change of the damaged (e.g. voids, cavities) material and damage related to shear
deformation. Damage evolution based on the concept proposed in [3] is coupled with a
thermo elastic model and the shock EOS. The initiation of failure is based on a critical value
of a specific dissipation function. The constitutive model was implemented into Lawrence
Livermore National Laboratory (LLNL) transient nonlinear finite element code DYNA3D
[4]. The performance of the model is illustrated by few numerical examples where
experimental data from high velocity impact tests [5] is compared with the numerical
results.

1 Introduction

The CFRP composites are often exposed to the impact loading high strain rates in the range

from 3 110 s to 6 110 s (debris, hail stone and ice impact, bird strike, armour penetration).

These extreme impact loadings are almost always involve generation and propagation of
shock waves within the material. Therefore, the material behaviour under such a complex
loading need to be properly understood and accurately predicted, in order to optimise
design of a structure and to minimise the risk of its catastrophic failure due to the impact
hazards.
The objective of this investigation is to develop a constitutive model capable of predicting
dynamic deformation and failure in the woven CFRP composites, which are widely used in
aerospace and defence.
A thermoelastic damage model was developed in the framework of irreversible
thermodynamics with internal variables. Due to the evident brittle properties of the
composites, the elastic strains were assumed to be small and the plastic deformation was
neglected (plastic deformation in CFRP considered does not exceed 1%). These
assumptions significantly simplify the formulation of the constitutive model in the
configurational and thermodynamic frameworks, in a way that it can be derived in the
current configuration and the dissipation of energy in the material during deformation
process is due to damage only.
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2 Thermoelastic damage model

In this material model damage was incorporated through a damage effect tensor operating
on the material elastic stiffness tensor [6]-[7]. It is defined using the principle of strain
energy equivalence, originally derived by Cordebois and Sidoroff as a generalization of
pioneering work of Kachanov. Damage effect tensor defines a relationship between the
effective and nominal Cauchy stress tensors:

( ) :σ ω σ (1)

where σ denotes effective Cauchy stress applied to the virgin material and  ω is a

damage effect tensor, which is a function of a second order damage tensor ω . In order to
maintain the symmetry of the effective stress tensor, the damage effect tensor is defined
using a product type symmetrisation [6]-[7], in the following form:
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The damage effect tensor was defined in terms principle damage components (directions)
as a fourth order diagonal tensor.
The relationships between the damaged material stiffness (or compliance) tensor  and the

virgin material stiffness tensor obtained using the energy equivalence principle is:

     1 1: : ω ω ω         1 1: : ω ω ω    (3)

The dissipation rate in the model is determined by the rate of change of damage tensor and
a definition of damage effect tensor (2) as:
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The damage evolution equations were derived by modifying Tuler Bucher criterion [3], in
the following form:
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where:  ,  are material parameters determined by time to failure, CR and delCR are

critical effective stress and critical out of plane stress, mC and 33C are maximum in-plane

and through thickness stiffness member, respectively; H is Heaviside function.
The proposed damage model was implemented into the LLNL code DYNA3D [4] and
coupled with an orthotropic elastic constitutive model and the Mie Gruneisen EOS, as
detailed in [2].

3 Numerical results

Thermoelastic damage model for composites was validated through a series of plate impact
tests [8] and sphere impact tests; the latter is presented in this section. Mesh density of the
models was defined to minimise mesh sensitivity and ensure that all main physical effects
are modelled with required fidelity. Material elastic properties and parameters for the
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damage model for the CFRP woven composite are given in [2] and [9], respectively. The
data for the EOS are obtained in the experiments described in [9].
The normal sphere impact tests were carried out for a range of velocities from 186 m/s
(velocity just above the ballistic limit) to 1875 m/s, [5]. In all test cases, a 6mm thick
woven CFRP plate, which consisted of 16 plies, was impacted by an annealed stainless
steel sphere, which was 12 mm in diameter. A quarter of the FE model of the sphere
impact test and an asymmetric layup of the target plate are shown in Figure 1. The plate
was modelled as a quasi-orthotropic material, with three hexagonal solid elements per
thickness in order to properly capture delamination.

Figure 1. FE model of a quarter of the sphere impact test

The experimental data for the impact velocities 194 m/s and 354 m/s were obtained by
using X-ray computed tomography (XCT) [10] and the cross sections of the specimens after
the impact with relevant parameters of damage are shown in Figure 2. The size of the
damaged area and crater of the holes after a high velocity impact at 1199m/s were obtained
from the C scans [5].

Figure 2 Post impact XCT, cross section of the target plates, impact velocity: a) 194 m/s b) 354m/s

From the XCTs of the impacted test samples for impacts at 194m/s and 354m/s, the
elliptical shape of damage in the plane normal to the impact was observed in each ply. The
same shape of the damaged area was also obtained by modelling. The comparison of size
of the numerically obtained and experimentally observed damaged area for each ply
through the thickness for the two impact velocities are illustrated in Figure 3. The
simulation results agree well with the experimental observations. For the lower impact
velocity, the model underestimated the size of the damaged area at the back of the target
plate, which can be attributed to the quasi orthotropic equivalent properties of composite,
which in turn made the model stiffer in the fibre direction (tensile fibre failure is dominant
failure mechanism).

a) b)
Figure 3. Comparison of the damage area calculated from the simulation results and tomography data: a) normal

impact at 194m/s; b) normal impact at 354m/s
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The simulation results for 354m/s impact (shear plugging failure mode) shows that
damaged area is increasing from the top towards the bottom plies, resulting in a conical
profile of the hole and the damaged zone in the target cross section (see Figure 2b). This
shape of the crater agrees well with the experimental data, as illustrated in Figure 3b.
The hole and the damaged zone in the specimens impacted at 1199 m/s (high velocity
range), had an hourglass profile of in the cross section of the target plate with the wide
damage (delamination) zone in the top and bottom plies of a target plate. The validation of
the model was based on the measurements of the diameter of the hole, and diameter of the
damage zone in the front and rear face (ply) of the target for two perpendicular directions.
The comparison of the quantities measured is shown in Table 1. The numerical results
compare well with the experiments: 1) simulations captured hourglass shape of delaminated
zone; 2) bigger delamination zone at the back of the target plate compared to the front plies;
3) calculated average diameter of the hole differs below 5%; 4) numerically obtained size
of delamination zone at the back of the target differed below 8%.
Table 1. Simulation results and C-scan measurements for the diameter of the crater and delamination zone for the

impact at 1199 m/s

4 Summary

This paper describes a part of the validation process of the thermoelastic damage model
proposed for the orthotropic materials including woven composites. This includes
modelling of three sphere impact tests at 194, 354 and 1199 m/s. The extent of damage in
the impacted samples was determined using X ray tomography and compared with the
equivalent numerical results. The comparison showed that the model is capable of
accurately predicting damage distribution and extent in plane and through thickness,
especially for the high velocities, when the shock significantly influenced the material
response.
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Abstract. Problems of damage accumulation and evolution are intrinsically related to the 

phenomenon of crack propagation in inelastic solids. Attention is focused on mathematical 

modeling of the stable quasi-static phase of crack propagation that precedes the catastrophic 
fracture in dissipative materials. All materials exhibit certain degree of irreversible straining 

and energy dissipation due to either plastic or visco-plastic phenomena associated with the 

deformation and fracture processes in inelastic solids. Later, Wnuk and Kriz (1985), and 
also Wnuk and Read (1986) provided some arguments that connected crack growth and 

damage accumulation. Analysis presented here is founded on the structured cohesive crack 

model, in which both the crack and the cohesive zone are described by the fractal geometry. 

 

 

 

1. Introduction  

The phenomenon of slow stable crack extension or subcritical crack growth (SCG) so 

ubiquitous in ductile and quasi-brittle fracture is not addressed in Griffith’s theory of brittle 

fracture. Ultimately the analysis of this process leads to solutions for advancing crack, 

which significantly differ from those valid for stationary cracks. Physically this type of 

continuing crack growth resembles time-dependent or creep fracture observed in polymers.  

A noteworthy phenomenon in the studies of fractal fracture mechanics is the change of the 

order of singularity for the near-tip stresses, from r
-1/2

 for the smooth crack to a somewhat 

weaker singularity, r
-α

 for a rough crack. Therefore, the exponent α can be used as a 

measure of the degree of roughness as suggested by the “embedded crack model” of Wnuk 

and Yavari [3], and it is related to the dimension D of the fractal representing the crack, α = 

(2-D)/2, in which 1< D < 2. The effect of another important parameter, the material 

ductility measured by the index ρ, has been investigated in this research. It has been shown 

that the ductility index can be related to the micro-structural parameters, ρ = Rini/Δ, or to 

macro material parameters such as the yield strain εY and the plastic component of the 

strain at fracture εpl
f
, namely ρ = 1 + εpl

f
 / εY . Symbol Rini denotes the length of the 

cohesive zone at the onset of crack growth, and Δ is the size of the process zone adjacent to 

the crack front. 

 

2. Mathematical analysis 

 

Let us now review the essential results of these studies. Since the delta-COD criterion of 

Wnuk [8,9] requires a priori knowledge of the crack opening displacement within the 

cohesive zone, say v(x1,R), we shall focus attention on the following results, cf. Wnuk [8,9] 
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for the smooth crack and Khezrzadeh et al. [10] for a rough crack. If x1 denotes the distance 

measured outward from the physical crack tip, the opening displacements read 

11
1 1 1

1

4
( , ( )) ln

' 2

R R xxS
v x R x R R x

E R R x

                                         (1) 

for the smooth crack, and 

11
1 1 1

1

4 ( )
( , ( )) ln
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f f

f f
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v x R x R R x

E R R x

                                                   (2) 

for a rough crack. The following notation has been used in equation (2) 
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It is seen that X denotes the dimensionless crack length and Y is the dimensionless length 

of the cohesive zone. Symbol κ is used to name the so-called “fractal constraint factor”. The 

displacements defined by (1) and (2) are then inserted into the Wnuk’s “final stretch” 

criterion, which governs the subcritical crack growth, namely 

(0, (0)) ( , ( )) / 2v R v R const                                  (4) 

Note that R is viewed as a function of x1, while δ is used to denote the “final stretch” 

equivalent to an increment of the displacement measured at the outer edge of the process 

zone and considered a material constant, see Fig. 1. Since the variable R depends on the 

current crack length, it is time dependent (because the crack is extending), and thus we have 

the following Taylor expansion 

(0) ( )
dR

R R
da

                  (5) 

We chose to use the coordinate x1 = x-a as a time-like variable, and we have considered two 

states: STATE ONE, x1 = Δ, and STATE TWO, x1 = 0, see Fig. 1. Thus the quantity R 

becomes a function of x1, as indicated in (4) and (5). Substitution of (1), (2) and (5) into the 

criterion for slow crack propagation (4) leads to the following equations that govern motion 

of the quasi-static crack. For a smooth crack we obtain 

1 1 4 1 1
ln , 1.1 ln 4

2 2 2 2

dR R
M M

da

                 (6)                          

compare Wnuk [8]. For a rough crack this equation reads 

1 1 1
ln 4 ( , , ) / , / ( )

( , , ) 2 2
fractal ini fractal

dR
M N X Y R R M M

da N X Y

                           (7)                            

Both of these moduli are determined by the group of material constants '

2 4 ( )

E

S

 and both 

can be related to the experimentally determined Paris modulus, which in turn is related to 

the initial slope of the R-curve, namely 

2

'

8

R
J

iniiniY

dJE dR
T

da da

                                 (8) 
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Numerical integration of the governing equations (6) and (7) results in generating the R- 

curves (R vs. a) as shown in Fig. 2. The R-curves are then used to determine the point at 

which a quasi-static crack attains the size of the critical (catastrophic) crack. This critical 

point of fracture transition can be determined from the energy condition involving the total 

potential energy of the cracked and loaded solid 
1

( , ) ( )
2

T

ij ij i i

V S

a dV Tu dS SE a                              (10) 

Here SE(a) designates the surface energy, which for a Griffith crack equals 4γa, and for the 

quasi-brittle solids it equals the product of the Irwin’s critical driving force Gc and the 

length (2a). At the onset of fracture the derivative 

, 2
d

J a
d

                                             (11) 

is set equal the doubled specific fracture energy 2γ, or Gc for quasi-brittle materials. In the 

present study the apparent surface energy is measured by either JR or directly by the length 

R, which is contained in the range 

ini unstableR R R                                 (12) 

Evaluation of the coordinates of the point of transition to unstable crack propagation 

(Xunstable , Yunstable) involves solving these simultaneous equations 
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                                (13) 
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Equations (13) and (14) result from the energy considerations associated with the material 

resistance curves, so-called R-curves. The solutions are obtained numerically and they are 

indicated by the little circles shown in Fig. 2. They correspond to the unstable state. An 

additional effect, also beneficial, can be expected from the interaction between the growing 

dominant crack and the field of the micro-damage accumulated within the material in the 

volume adjacent to the crack front, compare Wnuk and Kriz [11] and Wnuk and Read [12]. 

 

 
 
Fig. 1.  Distribution of the COD within the cohesive zone corresponding to two subsequent 

states in the course of quasi-static crack extension (Wnuk's criterion of delta COD). 

 

303Stability of Quasi-Static Fractal Cracks at Meso and Nano Scale Levels



 

 4 

 
 

Fig. 2. Material resistance curves obtained for X0 = 10, ductility index ρ = 10 and three 

values of the fractal exponent α= 0.50, 0.45 and 0.40. It is seen that for rough cracks the R-

curves are more pronounced. 
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Abstract. The progressive failure analysis of z-pinned composite laminates under 
compressive loading has been carried out to indentify failure modes. The fiber waviness and 
the fiber volume content concentration, which are inhomogeneously distributed, as well as 
the resin-rich pocket, are taken into account. Failure mode pictures and stress-strain curve 
under compressive load are obtained. The results indicate that kinking/micro-buckling is the 
main failure mode in z-pinned carbon/epoxy composites under compression. Z-pins reduces 
the compressive strength of composites. The effects of pin parameters on the compressive 
strength of z-pinned laminates are discussed in details. 

 
 
 

1. Introduction 
 
The relatively poor interlaminar properties of traditional composite laminates can be 
substantially improved by the introduction of the through-the-thickness pins, called z-pins. 
The z-pinning, however, causes the distortion of fibers which stimulate buckling or kinking 
of fibers, and forms a resin-rich zone around pins. These conditions have adverse effects on 
in-plane properties, especially on compressive strength [1-2]. Therefore, an important 
scientific and engineering issue is how to appropriately evaluate the loss of compressive 
strength caused by insertion of z-pins. 
 
The finite element code FLASH developed by Fleck et al has been used to predict the 
compressive strength of z-pinned unidirectional laminates [3]. The compressive strength of 
z-pinned woven composites was predicted by the single pin and multiple-pin finite element 
models with the results indicating that the composite strength decreases with the increasing 
z-pin density and diameter [4]. The detailed and comprehensive review on z-pinned 
composite laminates has been made [1].  
 
This work will summarize our recent work on prediction of compressive failure in z-pinned 
unidirectional composites. First, a progressive failure analysis of z-pinned composite plate 
under compressive loading will be carried out to indentify failure modes. Secondly, the 
progressive failure analysis will be used to justify our strength model [5], in which fibers 
and matrix are treated as discrete layers with kinking failure mode. 

The First International Conference on Damage Mechanics, ICDM 1, Belgrade, June 25-27, 2012 305-308

305



 

 2

 

2. Progressive analysis of compressive failures 
 
We consider the unidirectional composite laminates that are reinforced with z-pins in the 
square configuration with 0.28mm pin diameter and 1.75mm pin-spacing (2% pin density). 
The laminate thickness is 1.5 mm. One unit cell with periodic boundary condition can be 
chosen as the representative volume element (RVE), Fig.1. RVE is subdivided into four 
regions for characterizing the inhomogeneous properties due to change in local structure 
around the pin, i.e., (I) the fiber distortion region, (II) the undistorted region, (III) the resin-
rich pocket and (IV) pin. The regions and finite element mesh are shown in figure 1. In the 
fiber distortion region the material properties vary from element to element. We use the 
formula in [6] to evaluate the material properties at Gauss points in the elements in this 
region. The other three regions are assumed to be homogeneous. The failure criterion for 
the matrix in resin-rich pocket is based on Mises yield criterion. Hashin failure criteria [7] 
are employed for initiation of local failures in composite regions (I and II). The stiffness-
discount rules suggested in [8] are used to characterize the residual stiffness of damaged 
material elements.  

 
The overall stress-strain curve and the progressive failure patterns of the z-pinned 
carbon/epoxy unidirectional laminate under compressive loading is shown in Figure 2. It 
can be seen that the stress increase with the applied strain in linear manner before the 
ultimate strength, 920MPa, is reached. As the applied compressive strain increases further 
the stress decreases rapidly. In the linear stress-strain regime no failure is observed. The 
observed main failure mode is the fiber compressive failure (FCF), accompanied with the 
some matrix tensile failure (MTF) and the matrix compressive failure (MCF). At the peak 
stress the FCF occurs in a few elements in the fiber distortion region near the pin. The FCF 
extends rapidly from the edge of the fiber distortion region to the edge of the RVE, forming 
a fiber compressive failure band spanning the width of specimen. This suggests that once 
the fiber compressive failure (FCF) occurs in the elements in the fiber distortion region near 
the pin the unstable FCF takes place leading to the catastrophic failure of the z-pinned 
composite. 
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3. Compressive strength model 
 

In our recent work [5], the compressive strength model based upon variational principle and 
fiber kinking failure mode has been developed to predict the compressive strength of z-
pinned composites. The fibers and matrix are treated as discrete layers. Failure criterion of 
composites is established on fiber and matrix scale. When the maximum shear stress at the 
fiber/matrix interface reaches the shear strength of matrix, the composite failure will occur 

by fiber kinking, i.e. 
max

Ymτ τ= . This assumption has been justified by the progressive 

failure analysis.  
 
Figure 3 shows influence of the pin diameter on the compressive strength of unidirectional 
laminate with 2% pin volume content. Both the compressive strength model and the 
progressive failure model agree well. The compressive strength of laminate decreases for 
the given pin volume content as the pin diameter increases. The fast reduction of 
compressive strength with pin diameter is observed for pins with small diameter. When the 
diameter of pin is larger than a certain value, roughly say 0.6mm, further reduction of the 
compressive strength is relatively slow. The reason is that shear stress in matrix can reduce 
the compressive strength by promoting micro-buckling and kinking with increasing of 
amplitude of fiber waviness (in connection with diameter of pin). When diameter of pin is 
up to critical value, increase of local fiber volume content makes fibers closely spaced, 
which slack down the effect of shear stress in matrix between fibers. 
 

 
Influence of pin volume fraction on the compressive strength of the unidirectional laminate 
is shown in figure 4. The plot shows the relationship of pin volume fraction and 
compressive strength for two kinds of pin diameter, which are used in engineering. It is 
indicated that the compressive strength of composite reinforced by both thinner pin and 
bigger pin decreases at a linear rate with increasing of pin volume fraction. It is seen that 
the rate of reduction of the compressive strength against the pin volume fraction for the 
bigger diameter of pin is smaller than the rate of reduction for the thinner diameter pin. 

Figure 3. Effect of pin diameter on compressive strength 
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That means that the influence of pin volume fraction on compressive strength is more 
notable for smaller pin. 
 

4. Conclusion 
 

A progressive failure analysis has been used to identify the failure modes in z-pinned 
carbon/resin composites under compressive loading. Both the progressive failure model and 
the strength model have been used to predict the in-plane compressive strength of z-pinned 
unidirectional composites, which take into account the influence of micro-structural 
changes caused by z-pinning. The results have shown that the kinking or micro-buckling is 
the main failure mode for z-pinned carbon/resin composites bearing compressive load. The 
compressive strength decreases gradually with increasing volume content and diameter of 
z-pins. Under the same pin volume content the smaller pin has a lesser loss on the 
compressive strength than the bigger pin.  
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Abstract. In order to determine the data about bearing capacity and deformability of the 
connections of reinforced pan slabs  K-45 at the support point above the T-70 ceiling joists, 
two almost identical test models EM-1 and EM-2 were constructed in full scale. The bearing 
capacity and deformability of the joist connections with the reinforced concrete layer 
providing their continuity were tested in the conditions when the cyclical forces were 
applied, and in this way the cyclic negative moments with increasing intensity until 
connection failure were simulated. The difference of the models is reflected in the number of 
prefabricated reinforcement Q 131, one in the model EM-1 and two in the model EM-2. 
Both models show the same trend of relationship behavior that are mutually confirmed and 
can be successfully used. Nonlinear analytical model was formed which realistically 
simulate the degree of fixation of reinforced pans tested only to negative moments. 
However, during earthquakes there may occur the positive moments too, but then it is 
necessary to perform significant structural modifications. A detailed procedure for 
performing tests with all the diagrams and relevant photographs has been provided showing 
the flow from the formation of the first cracks to the model failure.  

 
 
 
1. Introduction 
 
In order to determine the data about bearing capacity and deformability of the connections 
of reinforced pan slabs K-45 at the support point above the T-70 ceiling joists, two almost 
identical test models EM-1 and EM-2 were constructed in full scale. The bearing capacity 
and deformability of these joists with the reinforced concrete layer providing continuity 
was tested by applying the cyclical force, and in this way cyclical negative moments with 
the increasing intensity until connection failure were simulated. In this way was determined 
the degree of fixation of floor pan slabs during their final construction. The difference of 
these models reflects in the quantity of prefabricated reinforcement placed in the continuity 
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layer. In the EM-1 model, only one mesh Q-131 was installed, and in EM-2 model, two 
such meshes were installed. Also, in the EM-2 model, additional pouring of concrete on the 
lateral contact of the flange of the main girder T-70 with the webs of pan slabs K-45 was 
done. Calculation M1max and w1max for EM-1. 

kNmPlM 0,81
4

7,2120
4max1 =

×
== ,    and it was measured kNmM 81max1 ≈  

cm
EI

Plw 0,8
101,2285848

27010117
48 5

323

max1 =
×××

××
== , and it was measured cmw 8max1 ≈ . 

Calculation and the measured values coincide, as it was expected. 
  
2. Experiment procedure and testing results 

 
The sketch design of both models is provided in figure 1, and designations of all the 
components (elements) are included, as follows: 
Testing of EM-1 and EM-2 models were performed on the basis of the previously prepared 
loading program. This program defined the way and sequence of application of transverse 
cyclic movements. A large servo-actuator started the application of monotonous conditional 
application of cyclic movements. This actuator successively monotonously increased the 
amplitude of displacement of web of T-70 beam, until the behavior of the connection of 
inter-floor pan slabs became nonlinear. The displacement was being applied in the middle 
of two shortened cycles with the same maximum amplitude, whereby the maximum 
amplitude in each series was higher than that of the previous series.  
 

2.1 Results of EM-2 model quasi-static testing 
 
A large servo-actuator successively and monotonously increased the amplitude of T-70 
beam web until the behavior of the connection of inter-floor pan slabs became nonlinear 
and they failed (as in the EM-1 case). The history of application of cyclic displacements of 
the T-70 beam web (i.e. movement of servo-actuator piston) and the force realized in the 
servo-actuator required for the displacement can be seen in figures 2 and 3. The 
displacement was applied in cycles whereby the maximum amplitude at each level of cycle 
is higher than that in the previous cycle [2]. The value of maximum amplitudes in realized 
cycles during experiments range from 1mm, 2mm, 3mm, 4mm, 6mm, 8mm, 12mm, 15mm, 
17mm, 18mm, 25mm, 30mm, 50mm, up to 90mm which is the amplitude at the end of the 
experiment.  
Diagram of the cyclic force P – displacement of T-70 beam web is presented in figure 4. In 
the next figure 5 were given the diagrams moment-curve of the K-45 structure at the 
location of supporting on the T-70 beam. In figure 6 are given the measured displacement 
diagrams. The measured strains in the reinforcement were presented in figure 7. In the 
photos 8, 9 and 10, behavior of the model in testing, propagation of the cracks along with 
the increase of the load, as well as the failure of the connection of inter-floor reinforced 
pans with two spans at the location of their support on the T-70 beam, are given.  
 
3. Result analysis and conclusion  
 
The experimental data very successfully demonstrate the non-linear characteristics of 
transmission of negative moments to the phase of large strain and failure.   
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3.1Guidelines of potential structural improvement. 
 
The describe experimental results show hysteretic semi-cycles, that is, nonlinear 
characteristics of transmission of negative moments. The capacity of the cross-sections for 
transmission of positive moments was not explored as it is evidently very small. The 
mentioned positive moments may occur due to earthquake two-sign forces [1]. For this 
reason, it is very important, in analytical considerations to take into account the actual 
characteristics of this connection [3] to the action of two-sign moment, that is the 
conditions of dynamic response of the system [4].  
If in the future one may wish to increase the bearing capacity of connections to positive 
moments, it is necessary to perform significant structural modifications. This requirement 
could be topical in the zones of high seismicity, after the thorough examination of 
economic justification for its practical application [5].   
 
This research was conducted in the framework of the Republic research of technological 
development in the period 2011-2014, (project no. 36016), entitled Experimental and 
theoretical research of linear and planar systems with semi-rigid joints from the aspect of 
second order theory and stability”, University of Niš. 
 

 
Figure 1 Experimental models EM-1 and EM-2, connections of inter-floor reinforced pans with the beam  

 
 

                               
  Figure 2 History of cyclic force in the web of the beam                Figure 3 History of the beam web displacement 
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          Figure 4 Diagram of the cyclic force P – displacement                   Figure 5 Relation moment – curve  

 

               
   Figure 6 Diagram of displacements measured                           Figure 7 Diagram of displacements measured by    

       by the instrument LVDT-3                                                      the MT-1 measuring tape 
 

                       
Ph. 8 Presentation of the propagation      Ph. 9 EM-3: Failure of the model          Ph. 10 Model failure  
            of cracks in the model   
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