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Preface

The First International Conference on Damage MeidsadfCDM 1, 2012), Belgrade June 25-
27" is the first in a new conference series whose noajective is to bring together leading
educators, researchers and practitioners discussidgexchanging ideas on recent advances in
damage and fracture mechanics. Since 1958, follpwie pioneering work of L. M. Kachanov,
the theory of damage mechanics has in particularensaynificant progress and established itself
capable of solving a wide range of engineering f@mols. This inaugural conference will provide
a forum for scientists and practicing engineerseato present the latest findings in their research
endeavor and at the same time to explore futurarehl directions in the fields of damage and
fracture mechanics. The inauguration of the ICDM2012 is also considered timely as it
coincides with the 20 anniversary of the founding of tHaternational Journal of Damage
Mechanics.

The ICDM 1, 2012 covers theoretical and experimleimvestigations from specific topics:
Multiscale damage and fracture characterizatiomsidNmicro damage mechanics and fracture in
composites and bio-materials, Continuum damage améc$, Computational damage mechanics
and fracture, Experimental characterization anddatibn of damage and failure mechanisms,
Diagnosis or quantification of material damage daitlire, Dynamic damage, fracture and
failure, Applications to metal forming and in-sexi structural integrity, Applications to
concrete, cementations composites, and geomatefipfdications to nano-materials and bio-
materials, Applications to aging infrastructures atructures.

Many individuals have been involved in the prodoetdf these Proceedings, which started in
the middle of 2010 launching of a Call for Papdfisst Abstract was received by Octobél 1
2011 and reviewed by an external referee processtbe next few months. Those selected by
the International Scientific Committee were invitied Full paper (four pages) submission. The
committee is gratifying to note that the papersiesd cover a variety of different topics and
come from all around the world, including both deped and developing countries.

This Proceedings is organized such that Plenatyres of Professors Chi L. Chow, George Z.
Voyiadjis, J. Woody Ju and Khemais Saanouni atheteginning, followed by the papers of
Minisymposium: Damage Mechanics in Metal forming: Theory, Numeresl Application,
organized by Professor Khemais Saanouni. Findlllpepers are included in alphabetical order
according to first authors’ name.

We have enjoyed working with our friends in theelmiational Scientific committee, to whom
we are most grateful to their dedication, expertisel professionalism and with the authors of
the papers themselves. This Proceedings repre3@rdsuntries from all parts of the world and
from diversified academic backgrounds and interedis have worked together because of a
shared interest in damage mechanics research acdteh.

It was our privilege but a challenging task, edjtthe Proceedings of the ICDM 1, 2012.

Conference Chairmen

Chi L. Chow - University of Michigan, Dearborn, USA
J. Woody Ju - University of California at Los Angs) USA
Dragoslav M. Sumarac — Faculty of Civil Engineeribigiversity of Belgrade, SERBIA
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Tributeto
Dusan Krajcinovic

Professor dr Dusan Krajcinovic was born on March1Z85 in Zagreb, Kingdom of Yugoslavia,;
he passed away on August 10, 2007 in Madison, WgEopUSA.

Dusan Krajcinovic enrolled at Faculty of Civi
Engineering, University of Belgrade in 1953, a
received his Bachelor degree in 1958. He entere
Master degree program in Structural Mechanics
1964 and completed it in 1966 with the averag
grade of 9.9 out of 10, as the first student inghly

competitive class. Afterwards, he moved with h
family to USA following an invitation of Professo
George Herrmann; entered Northwestern Universi
Evanston, lllinois; and earned his PhD in 1968.

Professor Krajcinovic started his career of
professional civil engineer in 1959 as a member
technical staff in Energoproject, Belgradd
Yugoslavia. He contributed to some major ci
engineering projects such as Bajina Basta Dam+{a
m high segmented hollow concrete dam); Otovica OanB0-m high concrete arch dam);
Glazanj Dam (a 90-m high concrete arch dam); tvilooed bridges in Ljubljana; Orasje Bridge
(an 800-m long continuous road bridge); Hotel-Apsamt Tower in Belgrade. After earning his
PhD in USA, he continued his career in IngersolhdR&esearch Inc., Princeton, New Jersey.
From 1969 to 1973 he was at Argonne National Laboya lllinois in the Theoretical and
Applied Mechanics Group.

Dusan Krajcinovic’s academic development starte®ll166 at his alma mater, the Faculty
of Civil Engineering, University of Belgrade. As atcomplished professional engineer and
researcher he re-entered academia in 1973, whberd@me a faculty member at Department of
Civil Engineering, University of lllinois, Chicagérom 1989 until retirement he was a Professor
in Department of Mechanical and Aerospace EngingerArizona State University, Tempe,
Arizona, where he was elected a Professor Emerit804.

Professor Krajcinovic’s research had a profoundactmpn the development of damage
and fracture mechanics, micromechanics, and phydicksordered materials. He had been an
influential contributor and respected authoritythie research community for over three decades.
Professor Krajcinovic authored and co-authored o280 publications, including refereed
journals, proceedings, monograph chapters, booke [Bndmark of his scientific merit,
“Damage Mechanics” (North-Holland, 1996), stand®agimechanics of materials classics.

During his brilliant career his consulting servicesre solicited by prestigious names such
as Argonne National Laboratory; US Department dferior; US Department of Energy;
Procedyne Corporation; Electric Power Researchtimst Conselho de Gestao, Gabinete da
Area de Sines, Lisbon, Portugal; Power Project Bakgent and Lundry Engineers; The World
Bank; Lufthansa; Enrico Fermi National Accelerat@boratory; University of Michigan, Ann
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vi

Arbor; Wiss, Janney, Elstner Associates; Alliedraig Sandia National Laboratories; Arizona
Power Service.

Professor Krajcinovic was continuously involved twiprofessional societies such as
ASME (fellow and President of AMD Executive Comredt 1996-2001, Chair 2001-2002);
American Academy of Mechanics (fellow and Preside329-2001); US National Committee of
Theoretical and Applied Mechanics (2002-2005). Afrious times he also participated in
activities of Stability Research Council, Interoathl Association for Structural Engineering in
Reactor Technology, ASCE (non-member advisor of Goenmittee for Inelastic Behavior of
Materials), and Engineering Academy of YugoslaVig was an organizer of and a principal
lecturer at courses at CISM — International CefdreMechanical Sciences in Udine in 1985
and 1999; and Visiting Professor at Universite desPVI, University of Belgrade, Politecnico
di Milano, Institute for Theoretical Physics, anditkrsity of California, Santa Barbara. He was
a member of editorial boards of highly regarde@sific journals such as International Journal
of Damage Mechanics (one of four founding editoithwC.L.Chow, J.L. Chaboche and S.
Murakami in 1992), Applied Mechanics Reviews (Asate Editor, 1988-1994), Mechanics of
Materials (Regional Editor, since 2000), and In&ional Journal of Non-Linear Mechanics
(Advisory Editor, 2000-2006). Professor Krajcinovi@s an invited and a main contributor to
numerous workshops, scientific meetings, sympaaia, conferences. His contributions to the
education of almost two generations of professiosiadiineers and researchers cannot be
overemphasized. He mentored a dozen PhD dissedatiat span a period of almost 30 years.
Professor Krajcinovic was a very demanding mentrabso an inspiring and respected one.

Professor Krajcinovic's outstanding achievementsn gadmiration of his peers and
resulted in a number of awards and distinctiongutting October Prize for Mathematical,
Physical, and Engineering Sciences (with D. Sumdalgrade, Yugoslavia, 1990); Gold Medal
in Science and Technology (Technical University Grete, Greece, 2001); Laurea Honoris
Causa (Politecnico di Milano, Italy, 2001). His irapsive record of academic achievements was
honored by his colleagues in a specially dedicatddme of International Journal of Plasticity
(Volume 23, Issues 10-11, 2007), a memorial iss@idnternational Journal of Damage
Mechanics (Volume 18, Issue 2, 2009), and a mem@gue of Theoretical and Applied
Mechanics (Serbian; Volume 35, Issues 1-3, 2008).

This biographical sketch unavoidably resembles mathers written in memory of
Professor Krajcinovic. Admittedly, it fells very ati in illuminating his unique personality and
versatility. Many of us who were privileged to workth him would remember him in much
more profound way. We may cherish a memory of mdy a self-made man of fruitful life and
exceptional accomplishments but also a lifelongleath avid reader, opera fan, witty
conversationalist; an open-minded man of the Reaai® curiosity. He had an urge and gift for
camaraderie. He was a riveting storyteller andniésnories, which swept amazingly over wide
range of temporal and social strata, provided aarkable building material. His home was a
memorable meeting place of colleagues, friends gemérations of students, who will remember
his trademark smiles, hearty laughs, and passi@igtements as well as a genuine hospitality.

He was a loving and tender husband to Tanya ahédrféd lvana and Maya.

D. Sumarac
M. Basista

S. Mastilovi
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PLENARY LECTURE

BRIDGING DAMAGE MECHANICS AND DIGITAL SENSING
TECHNIQUE

Chi L. Chow, Jie Shen

! Department of Mechanical Engineering

The University of Michigan, Dearborn, Michigan, U.S.A.
e-mail: clchow@umich.edu

2 Department of Computer and Information Science,

The University of Michigan, Dearborn, Michigan, U.S.A.
e-mail: shen@umich.edu

Abstract. This paper presents a method of bridging damage mechanics and digital sensing
technique to investigate the damage mechanism of engineering materials. Nondestructive
X-ray computed tomography is our focus on the digital sensing.

1. Introduction

Damage mechanics provides a mechanics-based analysis to characterize the material
damage via a set of state variables. The change in these state variables based on the
irreversible thermodynamics reflects the material degradation via its constitutive modeling.
An evolution equation is developed and used to describe a complete process from damage
initiation to material failure. Continuum damage mechanics [1-4] presents an effective way
to characterize an average measure of material damage. Micromechanical damage
mechanics emphasizes the relation between the macroscopic state of material damage and
the irreversible change of microstructures [5-15]. How to represent a huge number of
arbitrarily-shaped three-dimensional material defects is, however, still not well solved.
Recently, some researchers have revived interests in discrete lattice models for linking the
simulation results at molecular scale with macroscopic material damage directly [16-18].
Although scaling relations are valid for both hardening and softening phases, an open issue
is how all the micro/macro-scale material defects could be incorporated into such a
framework.

Dynamic spatial distribution and evolution of voids/cracks in engineering materials are
crucial information for both engineers and scientists to understand damage® and failure?
mechanisms under varying loading conditions. Unfortunately, there are very few published
experimental data with respect to the spatial distribution and evolution of multiple three-

! Damage is defined as physical deterioration in mechanical properties of engineering materials due to
micro/mesoscale crack initiation and evolution to the formation of macrocrack.

2 Failure refers to a critical state in which engineering material specimens completely lose their mechanical
functionality in brittle fracture or reach their maximum mechanical resistance capacity in ductile fracture.
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dimensional (3D) voids/cracks throughout a complete loading process from damage
initiation to final rupture. Although electron microscopy has been used to achieve a
nanometer level resolution, only surface microstructures can be observed unless tedious and
destructive dissection of samples is involved. The dissection is not only prohibitively labor-
intensive and costly, but also destructive to some micro/mesoscale 3D voids/cracks. Optical
microscope shares the same drawbacks as above with relatively lower resolutions and
restricted depths of field. Computer tomography on the basis of microfocus X-ray
microscope, has been recently extended from medical field to material research [19],
providing an affordable opportunity to nondestructively investigate the dynamic
propagation of 3D voids/cracks in complete loading processes.

Rapid advance in digital sensing field provides us with a new way to evaluate material
damage, and an emerging opportunity to bridge damage mechanics and digital sensing
technique. Figure 1 demonstrates a distribution of material defects in an aluminum alloy. A
multiresolution processing of this defect distribution will provide us with a rich set of
information about material damage and degradation process. In the following three
sections, we will summarize recent advances at the University of Michigan in an effort of
applying the digital sensing technology in the study of material damage.
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Figure 1: Three-dimensional distribution of material defects in a light-weight aluminum alloy (Grey color
represents defects and white color refers to material.)

2. Multiresolution Transformation Rule of Material Damage

As illustrated in Figure 1, a large countless quantity of defects with different sizes and
shapes are observed in a material domain. This poses a serious challenge to the finite
element simulation of material degradation even if high-performance computing is utilized.
To circumvent this problem, we have developed a multiresolution transformation rule to
characterize the material damage. Its basic premise is that we first categorize all the

material defects into n levels (N >1) on the basis of their characteristic sizes. For instance,

Level 1 refers to a group of all the smallest defects less than a certain characteristic size.
Level 2 contains a group of defects larger than that of level 1 but less than a specified
characteristic size. This mutiresolution analysis continues progressively up to m-level of
the entire population of material defects. The proposed multisolution transformation is
carried out from level 1 sequentially up to level m such that the impact of all defects in a
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material element is reflected via a set of the material damage variables in the constitutive
model.

For the sake of illustration, a simplified example shown in Figure 2(A) is conducted for
the damage transformation of material defects consisting of only two levels of fine and
coarse defects [20]. Based on the sequentially transformation analysis, we initially
calculate the effects of all the fine defects of material damage on the original Young’s
modulus, E,. The resulting effective modulus known as E, reflects only the first level of

the fine defects. The influence of all the coarse defects is then determined on the degraded
material with a modified effective modulus, E, . The effect of coarse defects leads to a new

secant modulus, E,, as a final material degradation consisting of those two levels of
defects. Alternatively, both levels of defects could be considered simultaneously, leading
to another effective modulus, E;, which is degraded from E,. The closeness between E,
and E, in Figure 2(B) demonstrates feasibility of analyzing material degradation based on

the proposed multiresolution algorithm. For better accuracy, the same transformation
analysis can be readily extended to several levels of defects described in the previous
section.
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Figure 2: Transformation of Material Defects. (A) A simple case with two levels of defects. (blue and
orange colors represent two different routes in the transformation of material defects.) (B) Numerical
equivalence of E; and E;in finite element analysis [20].

In our previous study [20], a theoretical derivation was conducted to establish a
transformation rule of material damage contributed by defects at i+1 and i+2 levels. For
instance, a two-level damage transformation is formulated as:

Cil, =M(dD;.,)" :M(dD;,))" :C;* :M(dD;.1) : M(dD;,) + C%, @)

where D and M are a damage tensor and a damage effect tensor (op =M(dD):op,4p ),
respectively. The : operator denotes a tensor product contracted over two indices. ¢ and
o are Cauchy stress and effective stress tensors due to damage, respectively. C;* refers to

the inverse of a stiffness tensor at level i. éfj’; is a correction term, which should be used
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when the damage increment in dD; or dD, is sufficiently large (greater than 0.15 in one
dimension).

3. Multiresolution Analysis of Material Damage

Our recent results indicate that many existing models in micromechanics [21-25] and
damage mechanics [3] do not provide an accurate estimation of material degradation due to
voids and cracks of arbitrary degree and size [26]. Traditional homogenization method,
which relies upon a statistical mean to link microscale to macroscale, does not give a
consistent answer. The statistical treatment is suitable only to a uniformly randomized
distribution of material defects. This hypothesis becomes invalid whenever asymmetric
voids/cracks occur during a loading process, after a manufacturing procedure, or in a given
service period. Although asymptotic homogenization [27] normally works well on cellular
structures, it is not suited for handling arbitrary cell structures with asymmetric defects.

A mechanics-based two-scale or multiscale bridging strategy known as Super
Representative Volume (SRV) method is proposed [26] and considered to be an accurate
method for linking microscale mechanical properties to macroscopic behavior. In SRV, the
mechanical property at microscale is estimated by'

C[;\;}l;ro Cli}/rﬁk = J.Cukl Lrl:;l;rz‘lodvmlcro = J.Cukl LEI\;% dVRVEk , (k=1Ln),
[lecm Viicro RVEk VRVEK
jcijpmgij mlcro qs (U miero )deICrO = J.Cijpmgij (V RVEK )ggm (U RVEK )dVRVEk
Vmicro v RVEK
= A () — () )V g = [ () - (A7) )V, (K =Ln),
N nicro v RVEK

(2a,b)

where superscript/subscript “micro” and “RVE” mean quantities at the microscale and
within a representative volume element, respectively. Vg, refers to the domain of RVE.

RVE, represents the k-th RVE within the material test specimen or a structural domain. n is

the number of sampling RVESs in the domain of a specimen or structure. u and v are the
displacement and virtual displacement, respectively. d is a specified displacement. Cy,, is a

stiffness tensor, and Ly, can be computed by a weak form of the RVE equilibrium
equations:

[Ciomi e WdVag, = [P —dF)dVee, (k=1 1), (20)

V RVE, OV RvE

in which 2 is a penalty parameter. d refers to the specified displacement. ov means the
boundary surface of V. &, = Lyynéom. Where &, and &, are strain and average strain

tensors within VRVEk , and these two strains are determined by solving Equation (2c). At the
macroscale, the mechanical property is computed by:
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macroscale. Q represents the domain of material specimens or volumes of interest at the
macroscopic scale. The remaining variables are similar to those in Equation (2).

. Superscript and subscript “macro” refers to quantities at the

Figure 3 shows the predicted effective modulus based on the proposed method of
Super RVE, compared with that of several conventional approaches based on the measured
modulii of AL 2024 reported in [26]. This figure indicates that the proposed method yields
a more accurate prediction than that of several conventional formulae in micromechanics
including the Eshelby’s method, the Self-consistent method, the Voigt and Reuss
approximations [25, 28]. Among those formulae, Voigt and Reuss approximations defines
upper and lower bounds, respectively. The prediction of Voigt approximation is very close
to that of Gibson model in this figure. The predicted SuperRVE results also yield more
accurate overall predictions than that of the tradition RVE based on the statistical mean
(i.e., averaging operation).
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Figure 3: Experimental and numerical results of an aluminum alloy specimen.
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Abstract. In this work a nonlocal viscoplastic-viscodamage model is presented using a
consistent mathematical and mechanical framework that allows for total coupling of
geometrical and material nonlinearities. Computational aspects and implementing the
presented model in the commercial finite element code ABAQUS as a user defined
subroutine (VUMAT) are also discussed. Numerical integration algorithms, verification and
validation process of the theory is discussed. The finite element simulations are also
performed using this model for various localization phenomena. The available experimental
data are also compared to the numerical simulation results in order to verify the model.

1. Introduction

Metals and composites are among those materials that are often used in various parts of the
structural components of the engineering structure in aerospace, automible and defense
industries. The need for a micro-mechanical damage model that accounts for the nonlocal
microscopic interactions between material points (i.e. to take into account the influence of
an internal state variable at a point on its neighborhood) in the simulation of metal impact
problems has been recognized recently [1-3]. This nonlocal microdamage model is
formulated based on the enhanced gradient-dependent theory which is successful in
explaining the size effects encountered at the micron scale and in preserving the well-posed
nature of the initial boundary value problem that governs the solution of material instability
triggering strain localization. Moreover, the viscoplasticity theory (rate-dependency) allows
the spatial difference operator in the governing equations to retain its ellipticity and
consequently the initial boundary value problem is hence well-posed [4-11]. However, the
gradient dependent theories enhance a stronger regularization of the localization problem
than the rate-dependent theory. Moreover, the rate-dependent theory cannot explain the size
effect of the microdamage zone (i.e. the void/crack size and spacing) on the material failure
while the gradient theory can address that. Therefore, the objective of this work is to
present a novel microdamage constitutive model that possesses several material length
scales. This model can be used to produce physically meaningful and numerically
converging results within strain localization computations.
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2. A coupled rate-dependent (viscoplasticity) continuum damage:

Materials with microstructure are nonlocal in behavior due to the interplay of characteristic
lengths including sizes or spacing of defect clusters (e.g. micro-cracks, micro-voids,
dislocations). As traditional continuum mechanics does not contain characteristic lengths,
the use of the nonlocal concept is required in order to incorporate a microstructural length
scale that introduces long-range microstructural interactions where the stress response at a
material point is assumed to depend on the state of its neighborhood in addition to the state
of the material point itself. Moreover, this length scale preserves the well-posed nature of
the initial boundary value problem governing the solution of material instability triggering
strain localization. In the following, the nonlocality is incorporated through the use of the
gradient-dependent theory such that if ¢ is some ‘local’ field (second order tensor) in a
domain V, the corresponding nonlocal field, ¢, is defined as follows:
$=0+5000 &)

where £ is the internal material length scale, which weights each component of the gradient
term identically, and V2 is the Laplacian operator. The length scale £ should be obtained
from gradient-dominant experiments such as indentation tests, bending tests, or torsion tests
[2]. The role of the material length scale in solving the impact damage problem and in
preserving the objectivity of the continuum modeling and numerical simulation of the
localization problem is the main concern of this paper. The first-order gradients are
disregarded since the isotropic nonlocal influence is assumed. The viscoplastic rate of
deformation, d'?, the viscodamage rate of deformation, d”¢, the rate of the second-order
damage tensor ¢, and viscoplastic rate of deformation in the undamaged configuration,
d'?, are given as follows:

dvp:A'vp‘;_:'dvdZ/ivd‘;_i'azivpg_{,_i_ivdz_i,avpZ/ivp%, (2)

where the potentials £ and g are the nonlocal viscoplastic and viscodamage conditions
given in the undamaged (effective) configuration, respectively, by

f=J(F-X):(z-X)- [t + R [1 + (n”;é')l/m] [1— (T/T,)"] <0 ©)
and

9= @ R):(F = B) = [ro + K] 1 + (n5)” "u-amam <o )

where 7' is the effective deviatoric stress tensor; Y,,, is the initial yield strength (at zero
absolute temperature, zero plastic strain, and static strain rate ); R(5) is the nonlocal
isotropic hardening function; X is the nonlocal anisotropic (kinematic) hardening stress;
=/ g&;’f&;’}’ dt is the effective accumulative viscoplastic strain; m and n are material

constants; nVis the relaxation time; the nonlocal damage forces Y and K(#) are,
respectively, characterizing the energy release rate and the damage isotropic hardening

function; r, is the initial damage threshold; + = /$:$ is the nonlocal damage accumulation;

and T,,, is the melting temperature.
If f <0and g <0, the process is clearly undamaged elastic and the trial stress is in fact
the final state. On the other hand, if f > 0 and g > 0, the Kuhn-Tucker loading/unloading
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conditions, are violated by the trial stress which now lies outside f and g (see Figure 1).
Consistency is restored by a generalization of the classical return mapping algorithm to
rate-dependent problems [12]. Since the objective rates reduce to a simple time derivative
due to the fact that the global configuration is held fixed, the coupled viscoplastic-
viscodamage corrector problem may then be rephrased

Another complication is the higher-order boundary conditions that are necessary from the
mathematical point of view and have to be prescribed on the moving elasto-inelastic
boundary (Figure 1). These internal boundaries are not always easy to interpret physically.
In the following, the robust numerical technique that have been developed in [13, 14] is
used to calculate the Laplacian terms V247 and V24v<.

! AP =i =0
f<0;g<0

-

f=0g<0

Figure 1. Schematic Representation of Elastic, Viscoplastic, and VViscodamage Boundaries [15].

The aforementioned constitutive relations implemented into finite element code, ABAQUS
[16] as the user material subroutine. In the context of the finite element method, the discrete
problem can be obtained via a spatial displacement-based projection of the semidiscrete
(i.e. discrete in space and continuous in time) problem into a finite dimensional subspace of
admissible continuous shape functions. In order to integrate the set of constitutive
equations, a return mapping algorithm is also developed.

3. Application of the theory in studying high velocity contact problems

3.1. A blunt projectile impacting a target

The proposed constitutive equations are used here to describe the structural response to
projectile impact damage when different failure modes are expected to occur. This is done
by conducting numerical simulations of the experimental tests presented by Borvik et al.
[17] for a blunt projectile made of hardened Arne tool steel impacting a circular plate made
of Weldox 460 E steel. In these simulations a 4-node 2D axisymmetric element with one
integration point and a stiffness based on hourglass control is used. The contact between the
projectile and the target was modeled using an automatic 2D single surface penalty
formulation available in ABAQUS [16] (for more details regarding the experiments and
numerical simulations please refer to [18]).

Numerical plots showing perforation of the target plate by a blunt projectile at impact
velocity close to the ballistic limit of 210m/s is shown in Figure 2(a). The contours of
accumulated viscoinelastic strain are plotted on the deformed mesh. It can be seen that
limited inelastic deformation occurs outside the localized shear zone.

A direct comparison between the numerical and experimental residual velocity curves for
blunt projectiles is shown in Figure 2(b). As seen, there is a good agreement with the
experimental results.
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Figure 2. Penetration of the target plate by a blunt projectile. (a) macrograph of sectioned and etched target plate
close to perforation [17] and simulation plotted as contours of accumulated inelastic strain [18]; (b) The initial
impact velocity versus residual projectile velocity.

3.2. Shear localizations in cylindrical hat-shaped samples

The hat-shaped sample geometry is commonly used to study shear localization growth.
Numerical simulations of the dynamic deformation response of tantalum hat-shaped
specimens are performed in this study under prescribed conditions. Comparisons of these
results to experiments conducted by three different authors [19-21] are also made. The
finite element mesh, simulation results, and comparison with the corresponding
experimental data for tantalum are given in Figure 3. This figure shows that the shear
localization corresponding to pure tantalum deformed at the above mentioned loading
condition compares well with the optical micrographs taken at the forced localized shear
region. In addition to the good comparisons between the results from simulations and
experiments, the width of the shear region increases with increasing shear strain within a
given specimen.

1000
S Ta (To = 293K , strain rate = 3000/s)

g

wpa)
8

— Model (adiabatic)
— Experiment

True Stress
8

(©
Figure 3. Cylindrical Hat-shaped specimen for tantalum under adiabatic condition: (a) A three-dimensional shape
corresponding to 3/4 of the sample [12]; (b) comparison between experiment and simulation results in shear stress
versus displacement ; (c) shear localization results from experimental observations [21] and contour plots of model
simulation [12].

3.3. A projectile impacting a composite plate
The proposed model is used to simulate a hemi-spherically tipped cylindrical steel
projectile, 5.5mm long and 7.5mm diameter, impacting and penetrating into a 50x50x5mm
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laminated metal matrix composite plate subjected to an initial velocity of 1000m/s (for
more details regarding the geometry and material parameters please see [22]).

Figure 4 shows the sequence of stages of impact. Global bending and dishing is observed in
the third stage. Numerical plots of the perforation of the target plate by the projectile shows
the limited inelastic deformation that occurs outside of the localized shear zone. These plots
clearly indicate that the numerical model qualitatively captures the owverall physical
behavior of the target during penetration and perforation. In the third and fourth stages of
deformation of the plate it can be seen that the elements in the impacted area are
significantly distorted. However, stable results are nevertheless obtained. This distortion
caused delay in the damage evolution process and, consequently the erosion of the failed
elements. This simulation also indicates that the initiation and propagation of the
microdefects depend on both the amplitude and distribution of the inelastic strain/stress in
the vicinity around the microdefects. This implies that the evolution of the material
inelasticity is practically a nonlocal process. Hence, such nonlocality in the material
response requires such a micromechanical approach that incorporates material length scale

parameter into the classical constitutive relations.
@

(© o S
b

Figure 4. Deformation Stages of the Plate during the Impact Process [22].

4, Conclusions

The authors presented the micro-mechanical damage model that accounts for the nonlocal
microscopic interactions between material points in the simulation of metal/composite
localization, impact and severe contact stress problems. The presented nonlocal
microdamage model is based on the enhanced gradient-dependent theory which is
successful in explaining the size effects encountered at the micron scale and in preserving
the well-posed nature of the initial boundary value problem that governs the solution of
material instability triggering strain localization. This is modeled through coupling
continuum damage with strain gradient plasticity.

The finite element simulations are performed by implementing the presented model in the
commercial finite element code ABAQUS [16] as a user defined subroutine (VUMAT) in
order to perform the simulations.

This model provides a potential feature for enabling one to relate the non-local continuum
plasticity and damage of the bulk material to friction and wear at the contact interfaces. The
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findings of this research effort is invaluable in providing a material model and numerical
procedure that will be used within a hydrocode to better facilitate the design components of
severe contact stress applications.
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Abstract. A size-dependent micromechanical framework is eesd to predict the
deformation responses of particle-reinforced metaltrix composites by incorporating
essential features of the dislocation plasticityithii the framework of probabilistic
micromechanical formulation, the damage causechbynranufacturing process and by the
external mechanical loading in the presence ofnthéresidual stresses is considered. The
density of dislocations due to the thermal conitoacmisfit and the plastic deformation
misfit are taken into consideration within the mitrechanical methodology to account for
the dislocation strengthening. To predict the oleetastoplastic damage behavior of
composites, a size-dependent hybrid effective yfeldction is presented based on the
ensemble-volume averaging and modified matrix yaetdngth.

1. Introduction

Composite materials have been widely studied anglayrad in diverse fields of science
and engineering disciplines due to their superitnuctural performance, versatile
capabilities, and customizable design potentialscdmparison with many conventional
materials, fiber-reinforced or particle-reinforcedmposites offer salient features such as
low density, high strength-to-weight ratio, higliffeess, high toughness, improved creep
resistance, enhanced wear resistance, superiorroaméntal durability, custom
microstructure-morphology, and preferred directliiipaetc. The matrix material may
consist of metal, ceramic, or polymer. The inclasio(particles or fibers) can be
unidirectionally aligned, bi-directional, or randyndispersed in a matrix material.

2. Effective elastic moduli of multi-phase composites

2.1. Manufacturing process induced damage

The particle fracture caused by manufacturing gseg is a common phenomenon, and has
a dominant effect upon the performance of MMCp fihce the cracked particles may not
carry any load effectively, they can be treateg@ds. However, cracked particles can still
contribute to the composite stiffness. Moreovere thmount of particle fracture is

13
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dependent on the particle size; therefore the dedtion behavior of MMCp is particle-size
dependent [2]. The stiffness of a cracked part&fe can be represented as:

c? = (1-D)c®,  whereD = : 1)

Here, C® represent the elastic stiffness of an intact giarind can be expressed as:

Cl = A998, + u" (4.0, +9,8,),  i.i.kl=123 2)
where A% and 4™ denote the isotropic Lamé constants of intactigiag The
manufacturing process often induces anisotropicadgmhence the fourth-order tensor is
suitable to characterize the damage in Eq. (Ihefdetailed microstructural information is
available. In addition, an exponential cumulativensity function (CDF) is adopted to
account for the probable size-dependent partieletdre as follows:

#? = P [p, where P, = 1~ exf-R, [a) 3)
Here, the coefficienR ; and the particle radiuscontrol the amount of damage or fracture

probability of particles as shown fRigure 1. Further, @ and ¢ denote the volume

fraction of the original (intact) particles and tltamaged particles caused by the
manufacturing process, respectively.

AR =001
09 "

o A}RM—OAOZ . ._.,.4.
8 %R, 2004 oo®®

0.7 -e-R 01 ‘yt‘.

Particle Radius (m)

Figure. 1. The probability functionP_ with various particle radii.

2.2. Thermal residual stress and relaxation

Eigenstrain is introduced in micromechanics to espnt inelastic strains such as the
thermal strain, phase transformation strain, plastiain, and misfit strain. Thinermal

contraction misfit can be simulated by the thermal eigenstrain dsvist
g =a 0o, whered = (a,-a,)AT (4)
Here, a, and a, signify the coefficients of thermal expansion (§Td the matrix and

inclusion, respectively, anefij is the Kronecker delta. Since the thermal eigansis the

stress-free strain within the inclusion, Eshelbgtpuivalence principle can be expressed
with the total or fictitious eigenstrain  as
C“):(so+s’—£*) = COZ(80+8'—8M) (5)
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During the manufacturing process, the internal sstreaused bythermal expansion
mismatch can be quickly relaxed by the dislocation punchifgr example, the internal
stress relaxation leads to a decreased amountsafusd compressive cramping force
around inclusions. On the other hand, in termsielding, such relaxation is particularly
favored for fiber-reinforced composites becauser#sdual deviatoric stress in a matrix
can also be reduced. We simulate the domain oftmdout dislocations by an additional
prolate spheroid as renderedrigure 2. By taking advantage of the respective dislocation
loop configuration as displayed, the following timat eigenstrain decomposition is
considered for theelaxed state (cfFigure 2(b)):

(a) Non-relaxed state (b) Relaxed state

Figure. 2. The dislocation loops configurations featuringrigh-relaxed state; (b) relaxed state.

0O 0 O
g =10 a 0 in Q, (6)
0 0 o
a [{a/a) 0 O
g = 0 00 in Qg (7)
0 00

Here, a represents the particle radius. We define the Ipingcdistancea’ directly with
the mean center-to-center distance of partidesas follows:

1/2
)I/ T 2
a ="%_, where A = — | - =+ 1]a 8
2 ' ZU‘WJ m } ®

The relaxed internal stress state can be emulatéaetfollowing equivalence equation:

C(l)-(S(B):sB*—sB*+SA):£” —aA) = CO°($3 e —g® +8M E % ) 9)
Therefore, the total eigenstrain forehaxed state can be expressed as
en = [Co+aCY +SA] 7 [-AC® + (S ~1):e% +CY :&* | (10)

By contrast, based on Egs. (4) and (5), the eqeiva equation for a non-relaxed state is
given as

C(l)-(S(A):s**—s*) = CO-(SA’:SM —é*) (11)
Accordingly, in contrast to Eqg. (10), we obtain th&al eigenstrain for aon-relaxed state:
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e = (Co + ACY 7 ) e g (12)

Finally, by assuming that the dislocation punchdangurs in every possible direction, the
amount of stress relaxation is estimated by tHewahg equation:

AT, = n[AT,  wheren =<£§ >ijAngle IExg (13)

The angle—ensemble averaging can be performedefpliowing equation:
< *,>Angle _ i 277( M2 . g d )de 14
£, = pl B WZQ'SR'Q cospdg (14)

2.3. Concept of equivalent inclusion method

While the tensile radial stress reaches a crifitt@rfacial debonding stress_ , the local
debonding criterion can be characterized as [3]:

Interface

o > g =0, then the interface is partially debouc (15)
15

Interface

o < o, =0, then the interface is perfectly bonde

Since thermal residual stresses are induced beF@emechanical loading due to the
manufacturing process, the presence of residuabsstplays an important role for the
interfacial damage evolution. To estimate the exiahdamage, we make use of the
approximate interface stress of intact particleeda@n the micromechanical equations [3]:

"™ = BIF:5 + G:¢ (16)

The In order to emulate the reduction in load-tf@nsapability of particles, the following
equivalent orthotropic stiffness is defined for fretially debonded particles:

Cl=x%33 +u” (8,0 +33,), i,jkl=123and J K= 12 (17)
where
A” = 2%(@-p,)d1-p,); 4 = x”(1-D)(1-D,) (18)

3. Effective elastoplastic-damage behavior

3.1. Effective elastic-damage moduli of 4-phase composites

Since the self-equilibrium residual stresses do influence the elastic properties of
composites, the effective stiffness tensor of folnase composites can be expressed as

¢ = C:t° (19)
3.2. Effective yield function for elastoplastic composites with damage and residual stress
The effective yield function for a composite isidefl by the following equation:

F = J(H®) - k(&) <o (20)

The ensemble-volume-averaged stress n«éHr(x))m for the matrix material with three
distinct phases of particles is approximated as
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{Hx[x)-H} I]D(xr)J (21)

[x-x | q,

(HX) O H + ZU

The far-field stress’ is expressed in terms of macroscopic stress arthti eigenstrain:

¢ = P:g +Q:¢ (22)
By making use of Eqg. (22), we obtain
(H}) = ©:T':o +2E:T ¢ +¢:T :¢ (23)

As only the intact particles cafffectively constrain the deformation of surrounding matrix
material, the ensemble-volume-averaged currerdsstrerm for a composite is:

J{H®) = (l—ga‘”)\/E:TA:E + 206:T ¢ +¢€:T :¢ (24)

3.3. Didocation strengthening

To account for the dislocation strengthening, westber the thermal contraction misfit and
plastic deformation misfit between the matrix andrtigles. The dislocation density
generated by the thermal contraction misfit isneated as:
6pa
=2 (25)
ab

T

where bis the Burgers vector of the matrix material. Sirmdy intact particles can
effectively constrain the deformation of surrounding matrix, only thegiic deformation
mismatch between the matrix and intact particlesoissidered. Accordingly, by invoking
the volume fraction of intact particles, the follogy incremental form is considered:
.3, . _ &

p = —¢€, where & = (26)

alb 1-¢"
Since the increased dislocation density in compsditads to the higher yield strength of
matrix material, the yield strength of the matnxcomposite is expressed as:

o =0 + Ao (27)
y y y

Here, 0" represents the yield strength of the unreinforodrix, and Ao~ signifies the

amount of dislocation strengthening. The mechanisfsimilar strengthening are most
suitably combined with the square root sum; thesrtét strengthening is expressed as

2 2
ao, = | (807) + (ac?) (28)
4. Numerical simulations
In the experiment, the uniaxial tensile behavioesevobserved for T6-A356/SiC and T4-

A356/SIC composites, respectively. As exhibited Figures 3, 4 and 5, the interfacial
debonding cannot be observed instantly after theham@cal loading is applied.
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Figure3. The comparisons between the theoretical predistand experimental data (T6-A356/SiC 15%
composite by [4])
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Figure4. The comparisons between the theoretical predistand experimental data (T4-A356/SiC 15%
composite by [4]).
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Figure5. The theoretical predictions on the particle volumaetion evolutions for T6-A356/SiC 15% composite
(the volume fraction = 0.15, the particle diametéat.54m).
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Abstract. This paper describes the needs required in modeearal metal forming including
both sheet and bulk metal forming of mechanical poments. These concern the advanced
modeling of thermomechanical behavior including theltiphysical phenomena and their
interaction or strong coupling, as well as the eisged numerical aspects using fully
adaptive simulation strategies. First a surveydvaaced constitutive equations accounting
for the main thermomechanical phenomena as thenthetasto-plastic finite strains with
isotropic and kinematic hardenings fully coupledhwiluctile damage will be presented.
Only the macroscopic phenomenological approach vethte variables (mono-scale
approach) will be discussed in the general framkvadrthe rational thermodynamics for
generalized micromorphic continua. The micro-ma¢noulti-scales approach) in the
framework of polycristalline inelasticity is notgeented here for the sake of shortness but
will be presented during the oral presentation. Wen numerical aspects related to the
resolution of the associated initial and boundasjue problem will be outlined. A fully
adaptive numerical methodology will be briefly délsed and some numerical examples
will be given in order to show the high predictie@pabilities of this adaptive methodology
for virtual metal forming simulations.

1. Introduction

To increase their highly competitive market sham@nufacturers have to constantly
innovate to design new high added value produdiesg& new products should be produced
under low cost and severe environmental constramteeduce significantly the carbon
emission in conformity with the European code REA@Hthis context, there is no longer
place for the classical and very expensive triall arror approaches which have
characterized manufacturing industry for long yedrs recent decades, these costly
methods have gradually replaced by concurrent eeging methods which break with
sequential methods by placing the product in thefof a digital mockup put in the middle
of all the actors of a given project team.

In this framework of concurrent engineering usinga@propriate digital mockup, each part
from any mechanical system should be designed tantanufacturing process optimized
numerically before its physical realization. Thifides what we call virtual metal forming.
As with other scientific fields where numerical silaion is essential, predictive
capabilities of virtual metal forming methods reagui(i) advanced thermomechanical
constitutive equations representing the mechanisthsthe main thermomechanical
phenomena involved and their various strong cogplir(ii) high-performing numerical
methods adapted to the problem’s various nonlitieari(iii) adaptive and user friendly
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geometric tools for the spatial representation addptive spatial discretization of 3D
geometrically complex solids undergoing large igtastrains.

These aspects have been extensively developedgdhenlast decades in order to provide
engineers by helpful numerical tools in order tesige and optimize the best forming
process. These numerical methodologies are maadgdon the widely used finite element
method (FEM) as in ([1], [2], [3]) or even on maexent numerical methods as Meshfree
or Meshless methods [4]. In the most of these waskastitutive equations describing the
thermomechanical behavior of the metallic materéatbs very simplified neglecting many
important phenomena and their mutual interacti@asigling) as the kinematic hardening,
the ductile damage, the microstructural nature etfats etc.

More recent works have focused on the use of addhoonstitutive equations which try to
take into account the main phenomena without néglpcheir strong coupling and full
interactions. The works developed by our team (WRBEMIS) since twenty years can be
accounted among these recent works dedicated wirthal metal forming using advanced
fully coupled constitutive equations ([5] to [11B. comprehensive summary and recent
state of the art of these works can be found irr¢bent books by Saanouni ([10], [11]).

In this invited paper, a very short summary of thain aspects of virtual metal forming
using advanced multiphysical constitutive equatiasls be discussed and one illustrative
example will be given.

2. About the advanced thermomechanical constitutive equations

As discussed in the introduction above, constiutiequations with high predictive
capabilities are required for virtual metal formimdpere highly nonlinear phenomena are
exhibited as large inelastic strains, nonlineatrggiic and kinematic hardening, ductile
damage initiation and growth, initial and inducexdsatropies due to the inelastic flow or to
the ductile damage, strong thermal exchanges vigthiynlocalized thermal zones, ductile
fracture initiation and growth inside intensive i@dzhtic) shear bands, microstructure
evolution under severe mechanical and thermal fwpdionditions, ... To model these
phenomena and their mutual interactions or stranglking, two approaches can be used:
the macroscopic or mono-scale approach and theomieaicro or multi-scale approach. In
both approaches, the ductile damage effects leashdioced softening which modifies
completely the nature of the initial and boundasjue problems and induces a high
sensitivity to the time and space discretizatidmnisTequires the use of the mechanics of the
generalized continua called the nonlocal mechanésed either on higher grade continua
or higher order continua ([10] to [14]).

2.1. Micromorphic nonlocal fully coupled constitutive equations

A complete set of fully coupled constitutive eqaoas can be developed in the framework
of the rational thermodynamics of irreversible meses with couples of state variables
representing the required thermomechanical phenaniEime detailed derivation of these
constitutive equations can be found in our publicet given in references list and mainly
in the two recent books ([10], [11]). Here, for thake of shortness, we limit ourselves to
giving the final equations of the fully coupled tameal constitutive equations for isotropic
metallic material developed in the framework of mmorphic continua under isothermal
condition for the sake of simplicity. This consigtsintroducing additional micromorphic
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(isotropic) state variables corresponding to thecramorphic damage Y ) and
(iai)), micromorphic isotropic hardening (i, R), (EF,F:{)) and micromorphic

kinematic hardening(@, X), (Oa, 2)). This defines a first gradient micromorphic theor
as can be found in [10, 11] and leads to the emmigit of the state relations and the
evolution equations by nonlocal terms which arepéymadded to the classical local
contributions. Also the application of the prine@f virtual power when the corresponding
micromorphic degrees of freedord, F and @ are introduced, leads to additional
micromorphic balance equations (see later in §3).

Accordingly, if we limit ourselves to the fully isopic and isothermal case for the sake of
shortness, the micromorphic constitutive equatierite as following:

Micromorphic state variables: defined in the rotated configuration by :

- Cauchy stress tens@ =g, = (1—d)|:2,ue§e +Atr E° )_1] (1)

- Kinematic hardening stress tens¥r= X, + X, and X

“nloc Zloc

=(2/3)1~dca,
X oo = =/1=d)X . 2

- Isotropic hardening stresR =R _+R, . and R, =(1-d)Qr, R,.=-J/1-d)R (3)

Yo =(1/2)e°: A1 £°+(1 2Qr*+( ¥ 3Ca:a
- Damage forc¥ =Y__+Y  : . 4
g loc nloc YnlOC=Y— RI’+)_([_)’:|/(2 /—l_d) ( )

- Micromorphic back stress tensork: = —%C(w/(l—d)c__r—c_:r) and X = C,(Oa) (5)

- Micromorphic isotropic stresse® = -Q (w/(l—d )y - F) and R =Q,(Or). (6)
- Micromorphic damage force¥ =—-H(d-d) and Y = I—'Ig(ﬁ) . (7)

In addition to the classical elasticityu(,A,) and hardening G, Q) modules, new
micromorphic modules@,C,, Q, Q,, H and H,) are added to characterize the three
micromorphic phenomena under concern.

Micromorphic evolution equations. defined in the rotated single surface fully non-

associative theory assuming the small elasticrstia. D = £° +2(§e Q)wm +D") by:
- Plastic strain rateD” =D, = AfA//1-d wherefi =3(@* - )__()/(2”(_7— X") (8)
- Kineamtic strain rate:

. . . Eoo = Elgc _aAg
a=a.+4a,,whereq . . 9)

e &, ==Aa(C1C)((1-d)a-a)/\[(1-d)
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foo =4 (1=br/1-d ) /1-d

- Isotropic strain rate:=1,__ +r, . where L (10)
fuee = =AK(Q, 1 Q)(V(1-d)r =) /(1-d)

- Damage rated = A [(Y —Yy> / S]S /(1-d)". (11)

- Total rotation rate tensot_j.@T = Q-0 with Q(t=0)=1. (12)

where A is the single plastic multiplied can be deduced from the consistency condition
applied to the yield criterionf (&, Zn,fz)=“§—)§”—§—ay, o, being the limit yield
stress and, is the threshold for the damage force invariambwenhich the damage rate
is zero andg,, S, and s, are material parameters characterizing the dudélmage

growth. The norms defined in the stress spaHzfz—: )f(” =\/3((:}“ev -X): (G - X)/2 for

this isotropic plastic flow. FinallyQ — @ is the relative total rotation rate (spin) dependi
on the choice of the rotating frame (Green-NagBdremba-Jaumann, ...).

2.2. About the identification methodol ogy

As can be clearly noticed from the constitutive atpns presented above, numerous
material parameters should be determined for eatkrial before using these constitutive
equations in virtual metal forming. This can be @arsing an appropriate methodology
combining the well known inverse approach togethi¢h appropriate experimental results
obtained on a wide range of loading conditionsdiog paths, velocity, temperature, etc).
This kind of identification methodology can be fid Chapter 4 of [10] or [11] which
allows the determination of the overall materialgraeters for each material used.

3. About numerical aspects

As mentioned above the initial and boundary valugblem (IBVP) defining the virtual
metal forming problems, is defined by various sfyoforms which are, in this
micromorphic formulation, for a solid, of boundaryl’, and at each time([10], [11]):

- the equilibrium equations:

dv@)+f=py inO, 13)
oi=F on T,
- the micromorphic damage balance equations:
- . .= —
PLap(d)+(d-d)=p-3d inO H
a-P() ( ) r ' where ¢, = Wg (14)
(H,(@d))n=0 on I,

- the micromorphic isotropic hardening balance ¢qua:
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72 Lap(r) +( (1—d)r—r)=p4'r' inO,

Q where 7, = Q—f’ (15)
(Q,@n).n=0 on T, Q
- the micromorphic kinematic hardening balance &qoa:
_ _ (oo —
rzlap(a) +({J(1-D)a-a)=p=2La inO C
( ) C ' where /, = Eg . (16)

(C,(Da))n=0 on T,

where the overall micromorphic body forces and aonforces have been neglected for the
sake of simplicity, and¢;, ¢, and {, are parameters which map the classical local

density to the micromorphic densitieé;, r and g are the micromorphic accelerations
related to the micromorphic damage, isotropic hairtdeand kinematic hardening®;, is
the classical local intrinsic dissipation. Finall§, , ¢, and /, are nothing but the internal

lengths related to the three micromorphic phenomr concern.

These four strong forms lead to four associateckieans at the basis of the finite element
formulation giving five fully coupled algebraic $gms to be solved using either a dynamic
iterative implicit (Newton-Raphson) or dynamic exjilresolution scheme. Note that for
virtual metal forming, the dynamic explicit resotut scheme is preferred due to the
difficulties to obtain consistent tangent matrixdao the contact with friction as well the
damage induced softening.

The global resolution scheme requires the local enigal integration, at each integration
point of each finite element, of the fully couplednstitutive equations (Eq. (1) to (12)).
This can be performed thanks to a fully implicérétive integration scheme based on the
elastic prediction and plastic correction algorititombined with an asymptotic scheme
applied to the hardening constitutive equations.

A fully adaptive numerical methodology can be camded in order to solve the IBVP over
each time increment using a fully adaptive remesglrocedure. This latter uses various
error indicators based on the local curvature efdbntact surfaces as well as the plastic
and damage dissipation. A 2D or 3D mesh generatoséd to generate the new mesh after
the fully damaged elements deletion, and appraprigterators are used to transfer the
thermomechanical fields from the old to the new mafter each loading sequence ([9],
[10], [11)).

4. Oneillustrative example

The numerical methodology outlined above has begansively used in ([5] to [11]) in
order to perform various sheet and bulk metal fagrprocesses. Without going more in
detail, one illustrative example is given in Figdncerning the simulation of the expansion
test performed in order to measure the ductiletdir@cof thick sheets made in high strength
steel. The results compare the numerically simdlgieocess where clearly four main
cracks are predicted at the end in accordancethétiexperimental result shown in Fig. 1d.
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(a) End of the process u=36 mm (b) The sheet at the end of the process

E.

(b) Top view at u=36 mm
(d) ARCELOR $A (2007)

Figure 1. Final results of the expansion process of a thiget (from [10], [11])
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Abstract. The continuum damage mechanics (CDM) has now eeheh high level of
maturity and is currently used to solve various ieeering problems involving the
development of various kinds of fracture [1], [@], [11], [13], [14]. This work consists in
the modelling and numerical simulation of specdidting processes of more or less thick
sheets using CDM. First, a thermodynamically-cdesis constitutive equations strongly
coupled with ductile damage is presented [10], ,[12]. Attention is paid to the strong
coupling between all the mechanical fields accalirfte and the ductile damage. The
associated numerical aspects dealing with eitreetatal integration scheme as well as the
global resolution scheme using the standard FEMtame briefly presented. Application is
made to the modelling and numerical simulation ofme sheet slitting processes. The
obtained numerical results show the ability of fireposed CDM-based methodology to
reproduce accurately the slitting process. A patdamestudy aiming to examine the
sensitivity of the process parameters such asttbetshickness, step of blade advance and
clearance cutting is presented.

1. Introduction

Sixty years ago, industrialists optimize cuttingogasses to choose the required
technological parameters based on the trial-ersqremsive approach. Indeed, studies
concentrate on decreasing the cutting effort ardggnby studying closely tool penetration
till fracture. Some research works took lead widgard to the simulation of cutting
processes of thin sheets. Two approaches are offed to model the material behavior
including the ductile fracture effects. The firstimtroduced by Gurson ([3]) and the second
one is based on CDM approach as developed in Lesmfif. Nowadays, numerical
simulation of thick sheet metal cutting processeegya very useful optimization tool for
engineering industries. In the present work, we iaterested in cutting processes by
shearing of thick sheet metal using a thermodynalfgiconsistent constitutive equations
strongly coupled with isotropic damage. In fact tbcal CDM approach is now currently
used to introduce the ductile damage effect [7R] [(h order to predict metal cutting
processes [10], [11], [12]. Thus, we propose a towlitting modeling process, more
particularly for the tools motion and the choice mfundary conditions. A numerical
analysis of fracture topographies and cutting fdaredifferent configurations (thickness,
clearance...) are studied.

2. Coupled constitutive equations

The coupling between the ductile damage and thetaglkastic constitutive equations is
formulated in the framework of the thermodynamit#mversible processes together with
the Continuum Damage Mechanics (CDM) approach [I0}], [12]. Here, we are
interested in the strongly coupled isothermal efalsisticity and ductile isotropic damage.
Thus, the following state variables are usgfl: o) for small elastic strain tensor and the
Cauchy stress tenson, (X) for the back-strain and back-stress deviatoraendescribing
the kinematic hardeningr,(R) equivalent plastic driving strain and stress espnting the
isotropic hardening andD( Y) for isotropic ductile damage and its conjugatedo which is
also known as a damage strain energy release Th&.coupled constitutive equations
formulated in the rotated configuration accordiogthie objectivity requirement using the
below defined state variables [4], [12]:
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Cauchy stress tensogr = (1- D)[A°%tr £°1+ 24°£°] (1)
Kinematic hardening stress tensqr:_ % (1-D)Ca @)
Isotropic hardening stres = Q(L— D“)r (3)

Isotropic damagey =y +Y,

o = [%/l(trge)2 + 1 (£°)? +[§Cg ; g+%wD""1Qr 2] 4

To accounts for the effect of dissymmetry in thendge evolution and effects under

tension and compression due to the microcrackudof/], the Cauchy stress tensor is

decomposed according to:

_ o , g (5)
V1-D +1-hD

Thus, a new form of the elastic contribution of ttemage driving force is obtained in the
stress principal frame:

_ 1 1+ U)[(aI >2 + <a” >z + <g’|” >2]_9U<JH >2Tension
° 2E@-D) +h(l+U)[<—a| >2+<_Un>2+<_Ju|>2]—9U<—UH>2COmpressim

lat

(6)

where g, =1/3r(g) andg, , g, g, are the principal stresses. Some materials exkloite

microstructural instabilities at the beginning bé tplastic flow due to the nucleation of the
so-called Piobert-Liders bands. To accounts far phienomenon, the plasticity is chosen
as rigid plastic during the first percentages @& fHastic strain. Therefore, an additional

TRl

parameter notedp'” which serves as a threshold in terms of accuradlatastic strain:

Qp:éﬂ ,wheren=A/+/1-D (7

if (p>p*) a=8(n-aa) elsed = ( ®)

. L3 1 .

if (p>p*)r =6[ —br] else = C ©)
1-D°

C_((Y=Y)Y b

D_[ s ) @-pof (0

with & is the plastic multiplier, a and b are the nordiity parameters for kinematic and
isotropic hardening, respectively amd is the outward normal to the isotropic von Mises
yield function. These constitutive equations haeerbdiscretized using a fully implicit
time discretization scheme together with the aetgstedictor and plastic corrector method.
This algorithm has been implemented in ABAQUS/EX®IOl FE package using the user’s
subroutine VUMAT (see references [11], [12] for matetail). The initial and boundary
value problem is solved thanks to the dynamic ekplesolution scheme available in
ABAQUS/EXPLICIT [6].

3. Double dlitting process modeling

The double slitting process is schematized in FEgur By a combination of connecting
rods, the cutting press requires an oscillatoryionodf the longitudinal blade (Fig.1). From
a kinematic diagram, we have developed the motignagon of the transversal and
longitudinal blade which is introduced in Abaqusngsa specific VUAMP subroutine. In
the modeling the tools are taken as rigid bodié®e Toulomb model is used to define the
friction between the upper blade and the sheetimétiathe friction coefficient1=0.3. The
sheet is discretized using 3D hexahedral elem&8BD8R) with a mesh size progressively
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evolving from the smallest size of (1x1x4) in tHeearing area to the maximum size of
2.5x6.0x12.0 away from the shearing zone. An irwadentification procedure gives the
following material parameters for specific steek220 GPa,v=0.29, cy=738 MPa,
Q=1680 MPa, b=8, C=6800 MPa, a=120, S=2.5 MPa2s8%0.5, Yo=0.7,w=4.

) ) Upper
Pressing device transversal

blade

Lower knife with
Sheet longitudinal and
transversal blades

Fig.1: Schematic representation of the doublersijtt
4. Process parameter influence
Fig.2 shows different steps along cutting cyclese @ycle is divided on four stages. Stage
1: the sheet is clamped to the lower blade by asimg device. Stage 2: oscillatory motion
of the upper blade leading to the sheet cuttingatjfmn. Stage 3: back pressing device.
Stage 4: rotation of pressing roller which restriten longitudinal (x axis) displacement of
the sheet at a distance "p". The time of one gywbeess is 0.1s.
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Fig.2: von Mises iso-values: (a) time=3.66e-2sifbp=5.46e-2s, (c) time=7.4e-2s
Figure 3 shows the evolution of the cutting foroe farious thicknesses. The cutting force
is quite proportional to the thickness of sheet.|Boge thick sheet, the cutting force can be
divided to four stages. Stage | represents a fagtease in the cutting force until its
maximum because the upper blade comes in contéittsiveet metal that hardens; Stage |l
corresponds to the progressive failure of the ststage Il corresponds to a constant force
which corresponds to the bottom dead center obthde and stage IV corresponds to the
release of the blade. After cutting, the sheet hmataves with a step displacement p. For
the first cycle, p represents the initial longitali position of the sheet to the lower blade.
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Fig.3: Cutting force with J=10% for e=10mm, e=30mm  Fig.4: Cutting force with e=30mm, J=10% for
and e=50mm p=888mm, p=1000mm and p=1200mm
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A e=30mm e=50mm
— e p=1000 F =3192.718 F =5400,501
5 S—ran mm kN kN
.f! R, p=1200 F =3338.977 F =5651,137
mm kN kN
| — f *_L. — Tab.1: Step displacement and thickness effectiok t
e sheet metal
Fig.5: Cutting force for e=10 for J=20%, 10% , 5%

The evolution of the cutting force is also propamal to “p” (Fig.4) simply because the
guantity of sheet shearing zone increase whennease. According to the data in table 1,
for e=30mm, the cutting force increases with 4.388m p=1000mm to 1200mm, and with
about 4.43% for e=50mm. Figure 5 shows that tharaince has very little influence on the
cutting force, but often helps to improve the fraet topography (this aspect is quite
presented in [5]). Nonetheless, these resultsxreraely dependent on the element size in
the cutting zone and a sensitivity analysis of iesh size would be necessary to fully
achieve the studies of the numerical simulatiothefdouble slitting process.

5. Conclusion

We proposed in this paper a complete numerical lsitiom of the double slitting process
with particular emphasis on the behavioral model amodeling of the ductile damage
effect. A sensitivity study of some of process pagters (thickness, displacement “p” and
clearance), cutting force was proposed and analyxpglication to the 3D double slitting
of thick sheet validates the proposed numericalr@ggh with the adapted process
parameters. In fact, the obtained results are eagmg and the methodology is then useful
to optimize the specific shearing process. Furtlzer, adaptive meshing procedure is
required to improve the modelling procedure.
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Abstract. The present paper is devoted to solving the pagficdl mesh dependency of
FEM numerical results of Initial and boundary vajreblems (IBVP) exhibiting damage-
induced softening. A thermodynamically-consistentornfulation  incorporating
micromorphic damage gradient in the framework ofnamorphic continuum is proposed.
In this formulation the damage field is stronglyupted with a mixed isotropic and
kinematic nonlinear hardening together with micropmic damage variables. The
micromorphic damage variable is introduced as a@&egf Freedom (DoF) in the principle
of virtual power and its first gradient as a steaeiable in the state potential. By using the
principle of virtual power in the framework of timicromorphic continuum, an additional
Partial Differntial Equations (PDE) together witlppaopriate boundary conditions are
obtained. A new finite element using one additidbaF for the micromorphic damage field
is developed, and implemented into ABAQUS/EXPLICUEing the user's subroutine
VUEL. While the micromorphic model is implementesing the VUMAT subroutine. For
the validation purpose, the 2D strain plane uniag@npression of metallic cylinder is
performed using fully coupled elastoplastic constie equations with mixed hardening
fully coupled with the ductile isotropic damager leogiven choice of the model parameters,
the proposed micromorphic methodology is shown to dificient in avoiding the
pathological mesh dependency.

1. Introduction

It is well established, nowadays, that the inig@d boundary value problems (IBVPs)
exhibiting some induced softening due to damagen@imena, lead to solutions highly

sensitive to the space and time discretization. y\Manrks were developed to avoid this
problem with several methods. One can find two sypé methods: the approximate

nonlocal methods and the straightforward nonlocethmds. The approximate methods
consist in introducing some “localization limitersit the classical local constitutive

equations under concern, using either higher ooflstrain-gradients, damage-gradients or
equivalently some averaging using specific integrplations ([1], [2], [3], [4] among many

others). The straightforward theories are basetherframework of generalized continua
that makes it possible the natural introductiontlegé characteristic lengths into the
constitutive equations of materials with microstue ([5], [6], [7] among others).

The present work uses the generalized micromortthbiory in order to formulate additional

micromorphic balance equation governing the micngghir damage as well as damage-
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gradient micromorphic constitutive equations dedudeom the thermodynamics of
irreversible processes with additional micromorpkiate variables. The IBVP resulting
from this formulation is formulated and numericallijscretized using specific finite
element with the micromorphic damage as an additiboF. Applications to some typical
examples show the efficiency of the proposed mianghic formulation in ensuring a
mesh independent solution [8].

2. Formulation of the micromor phic evolution problem

Damage, which is the main cause of the mesh depepd® the solution of IBVP, is
selected as the sole target micromorphic phenomeepresented by the micromorphic

scalar variableD . Following, the micromorphic theory [5D is taken as the additional
DoF in the principle of virtual power. On the otHeand, two new pairs of micromorphic

state variables nameh,Y ) and (ID.Y ) are added to the state variables space.

2.1. The additional micromorphic balance equation

By writing the generalized principle of the virtupbwer while taking the displacement

vector U and the micromorphic damadé as degrees of freedom, one easily obtain the
following balance equations [7, 8]:

{div(g)+pf“ :pfj inQ @ div(\?—?gﬁ)_(\?—fﬁ)zp(dé in Q

B, S V (b) (D)
=F" onr, (Y—ng).ﬁ=FD on I~

FD

The first one is nothing but the classical equilibr equations while the second one is a
new balance equation related to the micromorphioatiye.

2.2. Micromorphic constitutive equations

The standard space of local state variables icleedi by the new pairs of micromorphic

state variables §,Y) and (D,Y). By using the well known framework of the

thermodynamics of irreversible processes with stat@éables the state relation as well the
evolution equations of all the dissipative phenoaean be deduced from both the state
and dissipation potentials. Adopting the non asgoa theory and assuming the isothermal
and fully isotropic conditions, one can find [8]:

=(1-D)[Atr(£)1+ 2] @ x=2(-p)ca ) @

1 e. . o€ 1 2 1 .
R=(1-D)Qr (a) \ETRV el +—3CQ.c_r—H(D—D) b)) @)
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where A=A,10 1+ 2, 1 is the elastic properties tens@, and C are the isotropic and

kinematic hardening moduli and and H® are the micromorphic damage moduli. On the
other hand, by neglecting the micromorphic dissgmatand using the non associative
plasticity theory in fully isothermal and isotrofease, it comes [8]:

=}

EP=ifn=A"—=— (a) ﬁ=§—(gdw_>—()
B © 2 |e-X|

Ne=n) (b) (6)

'—L A — - ':L - -

a= (1_D)(n ay(1 D)c_r) () r (1_D)(1 by(1 D)r) (b) (6)
_ AP (Y)Y _llg-XI-Rr_

D_(l—D)E( S ) =A% @ r= (1-D) g,<0 (®) )

where AP is the classical plastic multiplier fulfilling thevell known kahn-Tucker
conditions.

3. Associated numerical aspects

The constitutive equations developed above have n bamplemented into
ABAQUS/Explicit using the VUMAT user’'s developed tsoutine. Also a new finite

element with additional DoF[9) has been implemented thanks to the user’s subeout
VUEL. The IBVP has two fully coupled weak forms nked from eq. (1a and 1b). Their
resolution was performed using a dynamic explieguential resolution scheme. The local
integration scheme, used to compute the stresstatel variables at each Gauss point and
at each time step, is of iterative Newton-type Hase the classical elastic-prediction and
plastic correction procedure. All these numericglexts can be found in [8].

4. Some applications

To illustrate the efficiency of the proposed micarphic modelling and the associated
numerical approach, some results are presentedpfit@pal aim is to illustrate the ability

of the proposed micromorphic model to give a nuoarsolution independent from the
mesh discretization at convergence. The materiapeters are defined bl =210 GPa,

v=0.29, o,=400MPa, Q=1000MPa, b=50, C =10000MPa,a =100,p =1,
S$=0.8, s=1, Y,=0 and H, =200 MPa and I:Igd =200 MPamny leading to

ﬁd =1 mm. Due to the plane strain assumption only one seatibthe cylinder is

considered and meshed using the micromorphic eleffie@ar T3) of size §,=0.5 mm as
shown in Fig. 1a. The distribution of the damagsda the cyclinder is independent from
the mesh size (fig. 1b). Further results and oth@mples available in [8] will be shown
during the oral presentation.
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(Bipal configutation (u=15.8 mm)

Figure 1. Side pressing of an infinite cyclinder.

5. Conclusion

The micromorphic formulation of the initial and balary value problem exhibiting some
damage induced softening is shortly presented. Miteerical results show the effective
ability of the proposed micromorphic formulationdnsure a solution independent from the
mesh size.
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Abstract. In the present study, a two-phase polycrystalpfesticity model in the framework of
scale transition methods is investigated. This rhadean elastoplastic self-consistent model
developed by Lipinski and Berveiller. Because ¢ thicrostructural complexity of the material
under concern, some particular developments ofntf@omechanical approaches are considered.
The modeling is justified from previous experiméntesults obtained especially by neutrons
diffraction on a duplex stainless steel. These omemsents, compared with numerical simulations,
allow observing elasticity behavior, plasticity ianing of the duplex steel and a softening atteiut
to damage in the ferritic phase. Experimental damegjues can eventually be extracted from a
particular methodology at mesoscopic scale.

1. Introduction

Ductile damage is a consequence of large strain® oo less localized inside intensive shear
bands. Taking into account damage in constitutielabior of metallic materials is necessary to
model various engineering problems involved in sleedbulk forming processes (deep drawing,
hydroforming, forging, punching, shearing...). Dagmaan be described at macroscopic scale with
continuum damage mechanics theories [1-2]. Moredw&oducing microstructural features can
lead to more accurate predictions by accountingttier main physical phenomena. However,
damage at mesoscopic scale is difficult to obsf8e

2. Experimental part
2.1. Material, sample and applied loading path

The studied material is an austeno-ferritic staimleteel, containing approximately 50% (vol.)
austenite and 50% ferrite. It was obtained by ecmmtus casting, and then hot rolled down to 15
mm sheet thickness. Its chemical composition igwgiw [4]. The characteristic microstructure of
this steel consists of austenitic islands elongatedg the rolling direction and embedded in a
ferritic matrix. EBSD method showed that all cryiéties of the ferritic phase have almost the
same orientation, while austenitic islands areddidiinto smaller grains with different orientations
of the lattice [5]. The sample (designated as URA48BMs annealed during 1000 hours at a
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temperature of 400 °C and next cooled in ambient Bénsile tests have been performed on
cylindrical samples of 8 mm diameter along rollgigection RD.

2.2. Neutron diffraction
The ENGIN-X diffractometer [6] was used to measumterplanar spacings d > by applying

time-of-flight (TOF) neutron diffraction method dhe ISIS spallation neutron source. The
experimental setup is detailed in [5]. The gaugeme size is 8 x 4 x 4 min

The elastic lattice strains g > with respect to the initial interplanar spacingerev

calculated for different {hkl} reflections of thecattering vector, using a least square fitting
procedure based on theoretical pseudo-Voigt fungfies]:

x
<dgp > hidy

0
<d RD Y hki}

elastic _
< ERD >{ hkl}  — In

(1)

where <d2 > iy and <dp, >

without external load; while the < >{hkl} bracketdenote the average over the volume of
diffracting grains for which the scattering vecisrperpendicular to the {hkl} planes. Integral
width of the peaks have also been calculated anchadized in order to be compared with yield
stress.

2. Modelling

The interpretation of neutron diffraction resulisbiased on an elastoplastic self-consistent model
without damage developed by Lipinski and Berveil|®]. It was applied for neutron
measurements on duplex steels by Baczmanski €fl@). This model have been presently
modified to take into account non-linearity of hamthg thanks to Voce equation, sometimes
applied in self-consistent model for comparisorhwdiffraction measurements:

are the interplanar spacings measured for a samitthe and

fg

Voce
1

_~ g g
=75 - 18, + (12 +6%9°) l—ex;{—g—‘;ﬂgJ <0 @)

where 78,77 ,67, 63 are material parameters aftf the accumulated slip inside a single grain.

The model as presented here is not able to regrdaemge. Simulations will be compared to the
measured elastic lattice strain and normalizedynalgpeak width with the theoretical values.

3. Results

3.1. Hardening

Comparison between ISIS measurements and selfstensielastoplastic modelling is thus used
to extract precisely plasticity thresholds and pftlastic parameters from an optimization method
directly at mescocopic scale. Corresponding eli#gtiinits and hardening moduli by phases and
obtained with an inverse method are summarizecalsier 1.

Phase Elasticity limit (MPa) Hardening modulus (N1Ra
Ferrite 350 130
Austenite 140 270

Table 1 Parameters of plastic deformation determineérsite tests.
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The yield stressTis supposed to be directly linked with dislocatidensity [11], withb the

burger vector nornmy the shear modulus,a material parameter arch the initial yield stress :

r. =10 +aubyp (3
If dislocation density can be considered as homoggnintegral peak width from neutron
diffraction is expected to be proportional to theld stress variation (more precisely to the
average of the Critical Resolved Shear Stress gedran the diffracting grains). Before being
compared with the yield stress, it has to be ndeedlusing the following relation [12]:

Dy, o = (Do), o V2 +K2+12 4
< RD/ {hki} RD /{hki} ( )
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Fig 1. Yield stress evolution given by the model (a) coregawith normalised integral peak width evolutid i {hkl}
lattice plans of ferrite, during tensile test.

In Fig. 1, the evolutions of normalized integrabkevidth and resolved shear stress in ferrite are
shown. These results present a good correlatiomeleet model and experiments.

The limit ' corresponding to the beginning of plasticity irs@mite (observed at a macrostress
around 250 MPa) has little impact on curves ofgraéwidth in Fig. 1 b), due to the elasticity of
the ferritic phase that balances the load. It agmweds to the prediction of the model.

However, the plasticity of ferrite correspondingthe Q limit can easily be observed in Fig. 1,
when curves slopes are increasing at a macrostf&0 MPa.

After this threshold, hardening is different in bdamily {hkl} of grains. Experimental curves go
up sharply at the end of the test just before failThe slope of every integral width seems to
increase, but the influence of damage on theseeswannot easily be established.

3.2.Damage

Elastic strains per {hkl} lattice plans can alsodi®served. By making the average per phases, we
can obtain distribution of elastic strains intorifier and austenite that are proportional to stirtss

each phase. As said before, plastification of gdmzEtse can easily be seen on these curves.

As mentioned in section 2, damage process is ri@ntanto account in the self-consistent
calculations. Consequently, at the end of the lugdithe discrepancy observed between
experiment and modeling, seems to be due to damfiget. Moreover, this is well known that
aging treatment causes transformation into ferptiases that increases its hardness and can cause
a higher fragility [12]. This damage in ferrite sgeeto cause relaxation of stresses into the ferriti
phase due to the appearance of micro-cracks otiesmbiefore the global failure of the sample, as

depicted in Fig. 2. Damage per families {hkl} ofagr can be extracted using formula (5)
established in [4]:
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elastic 2
J{hkl}meso =1- (:gRDelastirW)J
ERD >(hk|)m0d (5)
Decrease of elastic strain before fracture candsemed in every families of diffracting grains in
ferrite. Fig 3 shows the damage extracted for grdiaving {211} lattice plan in diffraction
position. This family is the first in which the digpancy with modeling can be observed.
Furthermore, this family is also the one with tlighler hardening in ferritic phase (Fig 1 a).

i 06 -
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o . -
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0.1 scaleg
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Fig 2. Micrography of UR45N showing a micro- Fig 3. Mesoscopic damage versus total macroscopiin stra
crack into ferritic phase [5] family of grains which {211} lattice plan is in difiction position,
during the tensile test

The beginning of damage for {211} grains family kEsponds, at macroscopic scale,
approximately at the beginning of necking. For oflaenilies, damage appears at the very end just
before fracture of the sample. A limit correspomdia the beginning of damage is thus proposed
at around 1150 MPa.

4. Conclusion

In the present work, diffraction method, comparedatmicromechanical modelling, enables to
investigate UR45N behavior until fracture. Damagd eesolved shear stress evolution have been
qualitatively measured and plasticity thresholdsiehdeen extracted at mesoscopic scale.
Moreover the presented curves have shown a verg goorelation between simulations and
measurements that indicated a link between relaxadf stresses in {211} family of grains and
necking, a damage limit was consequently introduced
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Abstract. This paper discusses an anisotropic damage adnatit model which is
developed within the framework of thermodynamicd eantinuum damage mechanics. The
anisotropic damage is taken into account by usisgeand-rank tensor while the effect of
damage on the mechanical fields (stress, hardeplagtic deformation, etc...) is described
by a fourth-rank damage effect operator that isneef in the context of the total energy
equivalence hypothesis. This model is developeti thie finite strain assumption based on
multiplicative decomposition of the total transfation gradient and using the rotating
frame formulation concept. A fully non associatplasticity theory is considered, while the
coupling with the anisotropic ductile damage isdubsn a separate yield surface and plastic
potential. The implementation of this model into ABUS finite element code is shortly
presented and application to the bulge test forrpingess is discussed and compared to the
isotropic damage case.

1. Introduction

In this work we propose a formulation of anisotpiastic model coupled with anisotropic
ductile damage in the thermodynamically-consistéatmework. In this model the
anisotropy of damage is described by a symmetgorsgrank tensor [2, 3, 5, 6, 7, 10].
The effect of damage on the other mechanical figddslefined through the effective
variables based on the assumption of the totalggnequivalence. A fourth-rank damage
effect tensor originally proposed in [3] and redefl in [2] and [5] is used while the
coupling with the stress and elastic strain tensocarried out separately on the hydrostatic
and deviatoric parts. The plastic anisotropy iscdbed by a non-associative plasticity
theory to define separately the yield criterion glaktic potential [1]. The generalization to
finite strains is provided by using the rotatingrfre formulation with the multiplicative
decomposition of the total transformation into Btasnd plastic parts [1, 9]. A mixed
nonlinear hardening (kinematic and isotropic) sfgncoupled with ductile anisotropic
damage is taken into account. Some results of thgehtest are shown to highlight the
effect of the damage anisotropy compared to theopir case.

2. Theoretical formulation

The finite strains are accounted for through thecept of intermediate configuration with
an elastoplastic kinematics assuming multiplicatigceecomposition of the total
transformation into elastic and plastic parts [[L,The rotating frame formulation (RFF) is
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used to ensure the objectivity of the constitugeiations by defining a rotation tensQr

allowing a rotational transport of the overall terial variables defined on the current
configuration to rotated local configuration havitige same orientation as the initial
undeformed configuration. Using the framework o tvell-known thermodynamics of

irreversible processes and neglecting the therffedtg(isothermal case), the pairs of state

variables under concern ar §,§) for the elasticity, (Q,X)for kinematic hardening,

(r,R) for isotropic hardening an(ﬁ,ﬁz) for anisotropic hardening.In order to define the

effect of damage on the others variables, we usectimcept of effective state variables
based on the total energy equivalence assump8hnwhich leads to the following
definitions of the effective state variables:

-1 _ = -1
16, & =

R s=fi-|'e @

yi=[dl’ )

Whereg is a fourth-rank tensor representing damage etffpetator [2, 3, 6, 7, 10] which
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is here decomposed as in [5] into two part§=ﬁD +E$ in  which

Miu = ,l ||d|| 8,8y is the hydrostatic part while
M, =—(Hikﬁu+ﬁﬂﬁik)——(ﬁjsm +H§18ﬂ)+ltr(ﬁfs)8i)8k1 is the deviatoric part. The
notation |d| define the first damage tensor invariant [af = 1 tr(d) and b is a second-

rank tensor that is defined by= (l—g) . The state relations are obtained by replacing
the expressions of the effective variables in fassical state potential given in to have:

EZZ\:Ee =12[:/;\:12[:§e, X=§:§=%C[E:E}§ . R=ér=Q(1—"gl"Y)r (2)
vy ar e W s Mg @
od od

where 5 and § are the symmetric fourth-rank tensors defining #iastic and the
kinematic hardening moduli for the damaged material

In this work we adopt the same expressions of tastip potential and yield criterion as in
[1, 8]. They are characterized by the equivalergssto, (criterion) ands, (potential) that

are anisotropic and quadratic of Hill type:

0, -R)=@E-X): 1" -%) =6 -X): 0 -X) i=cp (@)

with 5° =M ' :5° and H'(i=c,p) are the initial anisotropic operators of the undgeca
material, each of them is characterized by six wons F, G, H, L', M and N . Eli

(i=c,p) are the anisotropic operators of the damaged iaht@ihe evolution equations
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governing the overall dissipative phenomena araiobtl by the normality rule applied to
the plastic potential:

O — s
o o= = ._ A N Y | N R AN
QP:XQP,g:Qp—akg,r=—(l—br) , d=A — < — (5)
1= a-Jap*y s/
L M BEE°-X)_H:EP-X) | .
with af ==—= — == —— is the outward normal to the plastic potential,

i is the plastic multiplier deduced from the classmansistency condition applied to the
yield functionf =0 and ||§’|| =3Y:Y.

This model has been implemented into ABAQUS/EXPOI®Ilusing the VUMAT user’s
subroutine in which an implicit local integratiooheme is used to compute the stress and
the state variables at each integration point. glbbal equilibrium problem is then solved
using an explicit dynamic resolution scheme avéglai ABAQUS/EXPLICIT®.

3. Application to Bulgetest in 3D

In this section, we illustrate a comparison studtwieen isotropic and anisotropic damage
models through 3D bulge test of an AlSI 304 thieesh The material parameters of the two
models are: E=190GP¢ v=0,3, o0,=300MPa C=7000MPe a=170,
Q=2600 MP¢,b=15, F =0.86% G,=0.8, H,=0.2, N_,=1.452, M_ =15,
L.=1.5, F,=0.461 G,=0.447, H,=0.553, N, =14, M =15, L =15, and those
related to anisotropic damage model a&= 18, s=1,3=2, Y,=0,x=1,y=6,
k=4 . The same damage parameters are used for thepgotrase except:S=12 and
B=1.

The matrix has cylindrical shape with an externamkter =133 mm, an internal
diameter d=90 mm and an edge radius R=6 mm andbet specimen have an initial
thicknessg= 1 mm and it is clamped on the matrix along higrztaries. During the test, an
increasing internal pressure is applied on the diawa of the sheet and the displacement of
the dome pole is measured continuously. The nualesicnulations of this process are
made with Abaqus/Explicit® finite element code. Téteeet is meshed with 156328 3D
elements C3D8R with uniform sizZ&=0.5 mm and the matrix is meshed with 5000 rigid
element R3D4.

The numerically predicted results show a quiteedédhce in the damage distributions
between the isotropic model (Fig.1 (a)) and the@nbpic model (Fig.1 (b)). However, the
starting points of the macroscopic cracks predietét the two models are the same and
are located on the pole of the dome. Also, theiaggiressure level just before the rupture
is the same (about P=243 MPa) for the two modetsth@ other hand we have observed
that the two models give the same global resultéchvlare in agreement with the
experimental results not shown here for the sakshofitness. This good agreement is
essentially due to the non-associative anisotrpfasticity coupled with damage as shows
in [1].
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Figure 1. Fracture modes predicted by isotropicamdotropic damage models at internal
pressure P=243 MPa.

4. Conclusions

In this work, we have briefly presented a theogdtifbormulation of an anisotropic
elastoplastic model coupled with anisotropic damagdinite strains. This model take
account also an initial plastic anisotropy with rassociative plasticity theory with a mixed
nonlinear hardening. Some local and global nhumkrasults of the bulge test simulations
are presented and compared to the experimentaltsesn this study the attention is
directed to the comparison between the isotropit thle anisotropic damage cases. The
results obtained shows non important effect of #mésotropic damage on the global
pressure versus the dome pole displacement foc#isis. However, the local plastic strain
and thickness distributions are quite differenttfer two models.

AcknowledgementThanks are due to Region Champagne — Ardenne d¢&)dor the
financial support.

References

[1] Badreddine H., Saanouni K. and Dogui A. (2010),nOn associative anisotropic finite plasticity fully
coupled with isotropic ductile damage for metahforg, International Journal of Plastici86, pp 1541—
1575.

[2] Chow C.L., (1987) An anisotropic Theory of ContinuDamage Mechanics for Ductile Fracture,
Engng.Frac.Meche7, pp 547-558.

[3] Cordebois J.L and Sidoroff F., (1982) Endommagérarisotrope en élasticité et plasticiiéurnal de
Mécanique Theorique Appliqugp 45-60.

[4] Lemaitre J. and Chaboche. J-L, (1988§canique des milieux solidd3unod, Paris.

[5] Lemaitre, J. and Desmorat, R., (20@5)gineering Damage Mechanics: Ductile, Creep, Ratignd Brittle
Failures Springer.

[6] Murakami S., (1988) Mechanical modeling of matediainageJ. Appl. Mech 55, 280—-286.

[7] Murakami.S and Ohno N., (1981) A continuum thedrgreep and creep damag@eep of Structure IUTAM
symp, A.R.S.Ponter, ed.,Springer-Verlag, Berlin, Fatl&epublic of Germany, pp 422-444.

[8] Saanouni.K, Forster Ch., and Ben Hatira F., (1¥®4}he anelastic Flow with Damage,Damage
Mechanics3, pp 140-169.

[9] Sidoroff F. and Dogui A., (2001) Some issues alamigotropic elastic-plastic models at finite stram. J.
Sol. Str, 38, pp 9569-9578.

[10]Voyiadjis, G.Z., Kattan, P.l., (199%®dvances in Damage Mechanics: Metals and Metal dM&omposites
Elsevier, Amsterdam, 1999.



The First International Conference on Damage Mechanics, ICDM 1, Belgrade, June 25-27, 2012 41-44

ANISOTROPIC DUCTILE DAMAGE FULLY COUPLED WITH
ANISOTROPIC LARGE STRAIN PLASTICITY FOR METAL
FORMING

W. Rajhi*? K. Saanouni®, H. Sidhom?

1 ICD/LASMIS, STMR UMR-CNRS 6279, University of Tesblogy of Troyes 12, Rue
Marie Curie — BP2060- 10000 Troyes cedex, France

e-mail: wajdirajhi@gmail.comkhemais.saanouni@uitt.fr

2 LMMP LAB-STI03, High School of Science and Tectwmy of Tunisia, 5 street Taha
Hussein, 1008 Tunis, Tunisia

e-mail:Habib.Sidhom@esstt.rnu.tn

Abstract. In this work, a second rank tensor is introducechbdel the anisotropic effect of
ductile damage in metal forming processes. Follgwthe concept of effective stress
together with the total energy equivalence assumptthe « Murakami » fourth order
damage effect tensor is chosen to describe thetampéc damage effect on the elastic-
plastic behavior. The « Lemaitre » anisotropic dgen@volution relation, where the
principal directions of damage rate tensor are gwak by those of the plastic strain rate
tensor, is used in the thermodynamically-consisttatmework. A nonlinear mixed
hardening, isotropic and kinematic, is taken intocaint considering the full and strong
damage effect. A non-associative plasticity assionps considered, and the « Hill 1948 »
quadratic equivalent stress norm is used to desddlge plastic anisotropic flow. The
obtained model was implemented into ABAQUS/ExplcKE software thanks to the user’'s
subroutine VUMAT for the validation purpose.

1. Introduction

The theory of CDM has been widelysed to predict isotropic damage initiation and
propagation in metal forming [1], [2]. However, fdiigh performance engineering
materials such as HLE steels and aluminum allogterbgeneous and strongly anisotropic
materials such as composite and concrete whictbigrivileged directions of damage, it
is less and lespractical to preserve the hypothesis of the isgtropdamage. Different
tensorial damage variables were used in the lileza{3], [4], [5] especially in the
framework of thermodynamics of irreversible proesssvith state variables in order to
characterize different kinds of damada. this work, the damage variable is introduced
through a symmetric second order tensor in orddeseribe the ductile anisotropic damage
effect on the elastic-plastic behavior [6], [7].

2. Congtitutive equations with anisotropic damage

This section deals with the presentation of thestaglastic constitutive equations fully
coupled to the anisotropic damage. Four pairmtdrinal state variables formally noted
(a,A) are taken into account. Small elastic straindgemassociated with the Cauchy stress

tensor °,0). Kinematic hardening variablegr(X ) representing the displacement of the
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center of the yield surface. Isotropic hardeniagables ¢, R) representing the size of the
yield surface. The pair of second rank tensagsY ) where @ is the damage tensor and
Y is the associated force representing the totaladg@nenergy release rate. Following the

concept of effective stress ([8], [9]) togetherhwiihe hypothesis of total energy equivalence
([9], [11]), the effective variables can be writtast

g=M":g.

X
1
1=
T
1

1)

£=M:e

I
I

M:a. F=r l—".Q"- )

where (M ) is the Murakami and Ohno fourth rank damage-éftessor defined from the
eigenvalues 2 iD{l,Z,C}) of the damage tensa®? [10]. The symmetric and positive
definite fourth rank tensorgl and C represent the elasticity and the kinematic hardgenin

moduli respectively, an@ is the scalar isotropic hardening modulus.

If the Helmholtz free energy , defined in the effective strain-like variablessep, is taken
as a state potential , then the state relationgiaes by (see [9], [11]):

Q=pwe-ﬂ & _=pa—w=§_ rR=p2?=6r. @
o = oa = r
N aC 3
X:—pa_w:—lée = _e_l-_:_=:g_l-a_Qrz (4)
Q0 27 @ 2702 T 200

The material properties affected by the damage taséollowing form:
A=M:A:M.  E=M:C:M. Q=Q(1-]|2]). (5)
The anisotropic plastic flow is modeled using thessical yield function € *):
tP(e.X,RQ)=|g-X|, -R-a,. (6)
where o, is the initial size of the plastic yield surfadgéne notation”Q—X"H defines the

Hill 1948 quadratic norm of the effective equivdlenstress given by
||Q—X||H =\/(Q—X) ‘H: (Q—X) where the fourth order symmetric and positive defin

operator H ) defines the anisotropy of plastic flow.

By choosing an appropriate form for the plasticeptial (F®) ([9], [11]), the constitutive
equations are deduced from the normality rule by:

. P . p . . . p )
E:AaL:AD, r:—/]aF = A

T R Ji-l2]

(1-br). a=-2%" -t —aja. @
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n - =T - (8)
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Where the material constangs and b are the nonlinearity parameters for kinematic and

isotropic hardening respectively/'lo is the plastic Lagrange multiplier that verifidse
plastic loading/unloading condition. The deviatw&cond rank tensons and i represent

the outward unit normal to the plastic yield suefa the stress and effective stress spaces
respectively.

In this work, the principal components of the damagte tensor are considered to be
proportional to the absolute value of the principaiponents of the plastic strain rate [6].
Thus, a direct generalization to the anisotropwecaf the Lemaitre isotropic damage law
[6] is proposed without defining specific damagéeenbial:

P

Q= (@) £ ©)

where the scalalf is nothing but the total energy release rate alingrto the isotopic
damage case. The paramete§s(Y,) represent the material constants governing the

nonlinear evolution of the ductile damage.

3. Elastic plastic model with anisotropic damage effect validation and numerical
simulation results:

The fully coupled constitutive equations presenédxve have been implemented into
ABAQUS/EXPLICIT® F.E software using the user’s sobtine VUMAT (ABAQUS®
Theory Manuel). The dynamic explicit DE resolutiprocedure has been used in order to
solve the global mechanical equilibrium problemisTiequires the numerical integration of
the fully coupled constitutive equations in order dompute the stress tensor and the
associated state variables at each integratiort pbeach element. The plastic and damage
evolution relationships are numerically integrabgdusing implicit incremental integration
scheme. The asymptotic integration method is agpiee both kinematic and isotropic
hardening evolution relations. The incrementaltedgwedictor-plastic corrector algorithm
is used for the local integration of the model [11]

Application is made to tensile test of flat speaimiey using the following material
constants:E=195.000 MPa, v=0.3, 6,=320MPa, Q=5500 MPa, b=10, C=38000MPa,
a=290, F=0.5, G=0.5, H=0.5, L=1.5, M=1.5, N=1.5, S=20, s=1 and Y,=0 MPa, whereF,

G, H, L, M andN are Hill48’s anisotropic parameters.

The curves of the evolution of the von Mises egleinistress and the anisotropic damage
tensor components2, versus the accumulated plastic strain during kenest loading are

given by fig. 1. The damage compone®s, 2,, and 2,, evolve almost the same way
during the early stage of tensile loading. Thdme tamage componen®,, increases
significantly compared ta2,, and 2,, damage components and exceeds 70% at the end of
the applied load. The damage compone@is and 2,, evolve in the same way until 20%

of the accumulated plastic strain, level from whitle Q,, component increases and
bifurcates fromQ,, component. The evolution of damage ‘shear’ comptne2,, and
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Q,, remains very low during the tensile loading corgpato ©,, damage component
which increases without exceeding 5% at the erttiefoading.
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Figure 1. Evolution of the von Mises equivalent stress draanisotropic damage tensor
components versus the accumulated plastic straingltensile test.
4. Conclusion:

In this work, a second order damage tensor isdnited in order to describe the anisotropic
damage effect on the elastic-plastic behavior. iflf@ementation of the proposed model
into ABAQUS/Explicit® FE software allows to preditite anisotropic damage in loaded
structures. Validation of this model using appiaigr experimental results from highly

anisotropic metallic material is still to perform.
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Abstract. The objective of this work was to investigate tlduie behaviour of a HSLA steel component
subjected to a bending-unbending operation. Thislystvas conducted through a combined experimemtd| a
numerical approach to better understand the lifaitatof current models and generate more suitedite tthat can be
used to further optimise the manufacturing procéks. numerical approach was carried out using taitefelement
codes (ABAQUS and PAM-STAMP) and two fracture maed@burson and CrachFEM). Bending and unbending
tests were performed with the purpose of validatirgmodels and study the operating performandki®imaterial
when subjected to these kinds of loading. The fnapose of this work is to present a numericakaagh that can
accurately predict the mechanical and failure bighaof a real automotive safety component.

1. Introduction

Material damage, created during forming, is crlticathe component specification to avoid the
risk of fracture in service. Therefore, the dampgadiction is a key point in the optimization of
these processes. The automobile manufacturersareasingly relying on numerical simulation
software in order to predict strain localizationtool wear. Concerning these aspects, the results
obtained by simulation are usually fairly reliabléhe objective of this work is to present a study
of damage problems that can occur in forming preegssuch as bending which is one of the
processes frequently applied during manufacturinigpese kinds of components that are obtained
after blanking [1]. Bending and unbending tests wedgormed with the purpose to validate our
models and study the operating performance of riaserial applied to these kinds of loading.
Two finite element codes will also be used to deteenthe limits of each law and each calculation
code.

2. Experimental study
The material tested in this study is the S500MC Als$eel. This material is commonly used in

manufacture of automotive safety parts such adbtizkle belt safety. The bending operation has
been done by a device mounted on a press with famdedisplacement sensors. The bending
device is shown in Fig. 1. The specimen is benhatoblong hole to study its bending behaviour
after the blanking operation. After the specimen basn bent, it is clamped in a tensile test
machine and pulled until fracture occurs (Fig. Bis test determines the strength of part after
bending and represents loading that the part nsigltduring crash.
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Figure 1: (a) bending device, (b) shape of the specimerfrigure 2: (a) before, (b) during, (c) after unbending

3. Numerical modelling

The bending and unbending operations of the exgerisrwere simulated using two finite element

codes: ABAQUS / Standard and PAM-STAMP. The resultsheS¢ simulations were compared

with the experiments in order to compare behaviogrd@amage models and their ability to predict
45
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the stress distribution and location of damagehenspecimen. Fig. 3 shows the tools used in the
simulation by the two codes and different stepsimiufation. The tools in ABAQUS / Standard
are modelled by analytical rigid body. Quadraticretats were used in the middle of the part.
Particular attention has been devoted to areasemjdo the oblong hole, because at this zone it
will be bent and therefore the strain and stressl$ewill be important. In the explicit FE code
PAM-STAMP, the Hill'48 yield locus, the Bergstrom-vdriempt hardening law [5] and the
CrachFEM fracture model [6] were used. The model @it using 2D shell elements, these
elements are not ideal for bending thick materialvéver, in PAM-STAMP CrachFEM is
currently only available for shell elements.

oie H i i
(a) (b) () d

Figure 3. Tools and steps of simulation: (a) tools usedritutation, (b) bending phase, (c) end of bending) an
decline of tools, (d) unbending phase

3.1. Models used by ABAQUS Software

The behaviour law is the elastic-plastic law of Ludwwiritten asio, = g, + K(EP)" 1)

With a,, is the initial yield strengthK is the hardening modulus,is the hardening exponent and
&P is the plastic equivalent strain.

The GTN damage model was implemented in ABAQUS [2]. Tietd ypotential is described as
follows [3]:

(00 00) = (22)' + 201" cosh (L) — (1 + o) = 0 @

g1, g2 and g3 are the constitutive parameterseofitbdel,s,, is the von Mises equivalent stress,
oy the hydrostatic stress ang is the yield stress of matrix material.

The total variation of void volume fraction j§:= A&P + (1 — )&k, (3)

&P is the plastic strain rate due to hydrostaticsstranc:? is the equivalent plastic strain rafe.
andf the form of a Gaussian probability are given in [4]

3.2. Models used by PAM-STAMP Software

The damage model used in PAM-STAMP in this studihéscommercially available CrachFEM
model [6]. This model is a local fracture modelttpaedicts three failure risks: instability risk,
ductile normal fracture risk and ductile shear twae risk. For each of the failure mechanisms,
CrachFEM has a separate failure curve. The ridkasture is evaluated by looking at the distance
between the current strain state and the failureecuks the instability curve is calculated based
on the deformation history, it may shift dependamgthe type of loading. For example, in bending,
instability is suppressed and ductile normal anelsHracture become dominant. For a constant
strain path, the failure risk is determined by digance to the failure curve. At a failure risklof
fracture is predicted. In order to take some stpaith dependency into account, the failure risk is
integrated over the strain history.

4. Results — Discussion

We can decompose the experimental curves in Fig.imb-three mean zones. AB zone that
corresponds to the elastic zone of material. ThezB@ shows the plastic behaviour of bending
zone, the maximum value of bending load is equéb#0N. The end zone CD shows the decrease
of bending load, in this zone the contact surfagevben punch and specimen increase. We can
observe a large difference between the experiment@es and ABAQUS prediction, due to the
insufficient of models used by ABAQUS. However, the pradh by PAM-STAMP on the AB
and BC zones are acceptable. The oscillations wbdeare due to the problems of inertia. The
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zone CD is not predicted well by PAM-STAMP as shellmedats are not able to account for
stresses normal to the sheet plane that occuisipliase of bending. Fig. 5-b shows the evolution
of unbending load versus displacement of the chessl. We can decompose the curves on two
zones: AB zone that corresponds an unbending pliaisepperation requires a displacement of
about 70mm with a relatively small effort to achierealmost straight specimen. The second zone
BC represents the tension phase where the loadaseseapidly till a maximum value of 32 kN
which corresponds to fracture of the specimens.rimerical models used by ABAQUS gives an
evolution of load almost close to the real caseepkfor the fracture point due to the absence of
parameters responsible to fracture in GTN damageshoghlemented in ABAQUS\Standard. For
PAM-STAMP, there are initially some inertia effectstithe force needed for unbending is
predicted quite well. PAM-STAMP predicts fractureoitcur at a force of 34 kN; which is close to
the experiments.
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Figure 5: Comparison of curves: (a) bending test, (b) unimentest

Fig. 6-a shows a micrographic observation of the bhene of two specimens, changing the face of
the specimen to study the effect of the blankinge®o(Fig. 1-b) on the damage to the part. The
specimen 1 shows an appearance of microcracks dogh# the bent zone in the level of fracture
zone. The specimen 2 was bent in the opposite dire¢thear zone) which indicates the absence
of microcracks. This observation allows us to higiiiithe interaction of the bending process with
blanking process. The maximum equivalent stresaiodéd by ABAQUS (744MPa) appears inside
the crease on the side of compressed fibres antheredge of the hole. There is a stress
concentration at the bended area (Fig. 7-b) wheuivalgnt plastic strains are very important
because they can reach 48%. For the PAM-STAMP stinalathe equivalent plastic strain at the
bending area reached values up to 47% howeverrabeife risks remain small and no fracture is
predicted. The contour plot of the equivalent straisthe end of the bending operation is depicted
in Fig. 6-c where maximum values reached 789 MPig; ithslightly higher than the results of
ABAQUS. Overall, the results of ABAQUSsuand PAM-STAMP are qultese.
] 7 <Avg::§e;§ " i” uuuuu ‘
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(a) (b) c
Figure 6: Profile of specimen after bending and spring-haltknomena: (a) experimental observation, (b)stres
distribution obtained by ABAQUS in two sides anyl $tress distribution obtained by PAM STAMP

Fig. 7 shows the profile of the specimen during uligy. The stress prediction by simulation
(Figs. 7-b-c) shows the concentration of stress withaximum value equal to 1168 MPa. The
damage is localised at the level of hole in theowekide, this conclusion is validated by
micrographic observation (Fig. 7-a). For the PAMAMP simulation, the maximum equivalent

stress before fracture was 942 MPa and the locatidnacture is predicted correctly. Damage
parameter and failure risk after bending and atbenent of fracture during unbending are shown
in Fig. 8.
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Figure 7: Unbending results: (a) experimental, (b) stras&BAQUS and (c) stress obtained by PAM STAMP
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Figure 8: (a) Damage parameter (G), (b) Overall failur& (GrachFEM)

Conclusion
From comparison of the simulations using ABAQUS and PBMMP with the experiments, the
following conclusions can be drawn:

Force displacement curve for bending and unbendibtpined from PAM STAMP
simulations are close to experiments. The end @b#nding operation is not well predicted
as the shell elements cannot handle stresses inatmeal direction that are present in the
experiment.

The overall evolution of force-displacement cunastained from ABAQUS is close to
experimental curve. However, should be tested othmtets to consider similar phenomena
to those kinds of processes and to get a more agufhe prediction of stress and damage
fields in the bending zone is acceptable compaweeperimental observations. The use of
3D elements in ABAQUS compared to shell elements isvallas to analyze the part on both
sides.

The microcracks that occur at the edge of the spatiare influenced by the quality of the cut
edge. This has not been accounted for in the stiooka

The study will continue to develop more relevant elecénd to study the influence of process
parameters, also to analyze the residual stresske bending zone.
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Abstract. Aluminum-silicon casting alloys are widely used in the antdive industry. The
creep and creep damage of the eutectic AlSi12CuNiMg catstrpaloy will be analyzed and
a constitutive model with inner variables that reflect bdsatures of deformation, ageing
and damage behavior is presented. Creep and force-cendtraliv cycle fatigue tests are
carried out at several levels of temperature. The creepesuexhibit classical three stages.
The tertiary creep stage is controlled by damage proceseesly due to failure of the brittle
inclusions and ageing processes of the aluminum matrix.tURegh specimens are analyzed
with the help of optical and scanning electron microscopyedtablish the fracture mode.
A constitutive model is developed to describe the high tewipee creep and ratcheting
behavior. The proposed model involves three inner varkableuding a back stress, an ageing
parameter and a damage variable. The model is calibratédsagze creep and tensile curves
and verified by numerical simulations of cyclic creep tests.
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1. Introduction

Cast Al-Si base alloys belong to the most important alunmmalloys attributed to their
low density, high specific strength, excellent castahilggod mechanical properties and
wear resistance. These alloys are applied in automotivespace and other branches of
industry. The considered here eutectic aluminium alloyiB228uNiMg is widely used for
load-bearing structural components, for example pistoncdédmbustion engines, gears or
pump parts. These components may be subjected to complerdiraechanical loading
paths. Therefore it is important to analyze the considellegi ander applied cyclic loading
conditions at high temperature.

Numerous studies of Al-Si alloys show that the static sttieremd fatigue behavior
strongly depend on casting defects and microstructuralacheristics. The presence of
casting porosity and oxide films decreases the fatigue 1ife2]. On the other hand, in
the absence of casting imperfections, the fatigue fractdireast Al-Si alloys is mainly
characterized by cracking and debonding of silicon andnmégallic particles and nucleation
of voids in the aluminium matrix. Dendrite arm spacing, grsize, shape and distribution of
silicon particles and intermetallic compounds can alsaifigantly influence the behavior of
cast aluminium-silicon alloys [3].
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Table 1. Chemical composition of the studied alloy (wt.%)

Si Cu Ni Mg Mn Fe Ti P Sr Al
1272 107 095 1.12 0.16 0.41 0.05 0.0050.0005 Balance

In this study, the alloy behavior with respect to tensileeisgth, creep as well as
isothermal mechanical fatigue at different temperatusesxamined. To describe the results
of conducted tests, a constitutive model is developed. Tbeéeinis calibrated against the
creep and tensile curves and verified by numerical simuiatid cyclic creep tests .

2. Experimental Procedure

The material used in this study is cast aluminium alloy EN 4#8D00. The chemical
composition of the alloy is given in Table 1.

The base alloy was supplied in the form of ingots which wereand melted in a
preheated silicon carbide crucible of 3 kg-capacity, usingelectrical resistance furnace
and keeping the melting temperature at ©@0Phosphorous was added with the help of the
AICul9P1,4 master alloy. Subsequently, the melts weresieghwith the tablet degassing
method. The melt was then poured into a permanent steel namadgreheated to 25C.
Samples were heat-treated under T6 conditions, i.e. soluteated at 51 for 6 h in
an air circulate furnace, water quenched, naturally agedah temperature for 24 h, and
then artificially aged at 16% for 8 h. Microstructural changes were examined using aptic
and scanning electron microscopy. Specimens for creeipgesith a diameter of 5 mm,
length of 120 mm and gauge length of 50 mm were machined frenmtjots. The surfaces
of the specimens were polished to avoid crack initiatiomfithe surface due to machining
imperfections. Tests were performed on a servohydrauiintg machine MTS-810 with
maximum load of 250 kN. Creep tests were carried out at teatpess of 250C and 300C.
Some of the broken specimens were analyzed with the helghdfinicroscopy and scanning
electron microscopy to determine the damage mechanisms.

Figure 1 shows the creep strain vs. time curves. Owing todaies of test results, creep
curves are averaged. Figure 2(a) shows the creep stremigtbs(ss. time to rupture) curves
for the temperature levels of 290 and 300C. The experimental data at 3%D published
in [4] is added to the plot. In the double logarithmic scale ttata can be fitted by straight
lines. The slopes of the lines depend on temperature levidiss indicates that different
fracture mechanism may operate depending on stress anéttaiue values. The rupture
strain vs. stress plot is presented in Figure 2(b). We oledbat values of rupture strain tend
to decrease with an increase in the stress.

3. Constitutive M odel

As experimental data show, at high temperatures the tamslilavior is strain rate dependent.
A unified theory of viscoplasticity has been developed tocdbe inelastic responses of
engineering materials under different loading conditi@ng. [5]. The constitutive equations
characterize basic features of inelastic material behasich as uni- and multi-axial

ratcheting, creep, thermo-mechanical fatigue, etc. Armsgaplastic constitutive equation
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Figure 2. Variation of rupture time with stress (a) and the rupturaistvs. stress (b).

must include the viscosity function and the internal stag@ables together with appropriate
evolution equations [5].

The constitutive equation for inelastic strain rate tertsor be formulated as follows

n_ 3 Oeq s—f
‘zAS'”h{aou—w)(l—qo)} Geq )

1 1
=0 — =trol — =tral, (2
s=0 3rcr, B=a 3rczr 2

B—Ah( —'seqﬁ*>, Eeq= —tr £n)2, aeq_\/—trs B)2.(3)

In Egs. (1)-(3)B is the deviatoric part of the back stress tengors is the deviatoric part
of the stress tensar, £" is the inelastic strain rate tenséy, A,, B, and gy are parameters,
£eq andogq are the equivalent strain rate and the equivalent stresgecévely. To take into
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account over-ageing processes such as coarsening of émgtstening phases M8§i, for
instance, the state variabjeis introduced in Eq. (4). The corresponding evolution eiguat
is postulated here as follows

¢ = Ke (Csat— 9) (4)
whereK. andCsgtare material parameters. The choice of evolution lawgia based on the
experimental relationships between the time and the basaheanical properties of the alloy
exposed at different temperatures.

To consider damage processes including particles craekidgwucleation of voids and
dimples in the matrix around the brittle particles, a scdlamage variablev in the sense
of continuum damage mechanics [6] is introduced. The elwmiwgquation for damage is
assumed as follows

. Seq

w=9g(wh(oc 5

9(w)h(0) s (5)
whereg(w), h(g) ande. (o) are response functions. Examples for the response fuisction
g(w) are given in [6, 7] A frequently used response functi¢a) can be written as follows

[7]
h(g) = %v'h;"' Oum = w/gtr(s)? 6)

whereg is the first principal stress araly is the von Mises equivalent stress. The response
functiong, (o) describes the dependence of the creep rupture strain @s.sfrhe response
functions in constitutive and evolution equations as weltte values of material constants
are identified in [8]. Furthermore, the model is validated8hfor inelastic behavior under
various loading paths.
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Abstract. Aiming to answer the question of which non-loaahfiulations effectively lead to
mesh-insensitive results, we select in this couatidm several constitutive variables to be
non-local quantities by taking both Lemaitre andNGTodels as the base for the non-local
enhancement. The resulting non-local constitutiedefs are employed in the numerical
simulation of various specimens which are subjetbedifferent values of stress triaxiality
and Lode angle at the fracture zone. The goal ifingb which models present the best
performance in the task of providing mesh-insemsitsolutions. The results show that
strain-softening mesh dependency is much strongerane strain and pure shear stress
states than in the axisymmetric case. It is alsmdothat the variables that regularise the
solution in the axisymmetric case do not necegsaliininate mesh sensitivity in the other
cases.

1. Introduction

Non-local models have been successfully used inldse two decades in the task of
circumventing the pathological mesh dependencyhSsgue is inherently present in local
strain-softening media which is the case of mamproonly employed constitutive models.
Mesh sensitivity takes place when the partial déffdial equilibrium equations lose
ellipticity (or hyperbolicity, in the transient asdue to the negative material modulus in
the softening regime. Since the pioneering worlPipdudier-Cabot and Bazant [1], who
applied the non-local formulation of Edelen andwmrkers [2-3] in the context of an
elastic-damage model, many advances have been plisbad by many authors, who
developed reliable and efficient algorithms for thglementation of the non-local theory,
both in its integral and differential counter-paf4s9]. It is worth mentioning that both
formulations of non-locality are, in general, eqlent and render a similar behaviour if
employed under the same circumstances.

Despite the many advances in this topic, many éueststill remain unanswered. For
instance, up to this date, there is no exact gudefor how should non-locality be
introduced in most existing local models. In geheeuthors have usually chosen a
promising candidate variable to be a non-local tjtarand have then developed and
assessed their models based on this candidatéewnof that, the objective of the present
work is to enhance with non-locality the classicaldels of Lemaitre [10] and GTN [11],
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which are very often adopted to simulate ductiléemals. We select different variables to
be taken as non-local and assess the establishedbecad models through numerical
simulation under different stress states. The rgaal is to identify which options lead to a
completely mesh insensitive material descriptionemtsubjected to different loading
conditions.

2. Non-local models

In the present assessment, the constitutive framswproposed by Lemaitre [10] and

Tvergaard and Needleman [11], often called GTN-MoHave been enhanced with non-
locality by regularising different constitutive valoles. In the case of the GTN-Model, an
additional damaging mechanism, based on the wotkadfshon and Hutchinson [12], has
been added into the underlying constitutive modedrder to trigger damage under shear-
dominated stress states. The aforementioned shezdramism reads:

oo = ifep (1-£2) €y

whereé is the normalised third invariant of the deviatosiress tensor. The several non-
local models are schematically summarised in Tablasd 2.

Table 1 — Lemaitre-based non-local models.

Variable Symbol  Evolution Equation REF.
Damage D S(X) = L,B(X,E)D(E)dV(f) L-D
Isotropic Hardening R ﬁ(x) = L,B(X, HRE)AV () L-R
Energy Release Rate -Y —V(X) = L,B(X,f)(—Y(f))dV(f) L-Y

Table 2 — GTN-based non-local models.

Variable Symbol Evolution Equation REF.
Damage f f(x)=[ B.OHIOAVE)  oF
Isotropic Hardening R ﬁ(x) = Lﬁ(x,f)R(f)dV(f) G-R

Equivalent Plastic Strain ~ £5,, Eeg\, = L B(x,§)éq(HAV(E)  GEP
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3. Assessment under different stress states

It has been widely recognised that ductile mateti@have quite differently under different
stress states; therefore, this statement highlgestg that the issues of pathological mesh
dependency may also behave quite differently umntiéerent loading conditions. Thus,
aiming to unfold the question of which variable sliobe regularised in a given ductile
damage model, a comprehensive comparison of diffenen-local formulations, when
applied in the simulation of different stress sat@ill be carried out in this contribution.
Figure 1 shows four different specimens that haentselected for the present assessment.
It is worth noting that each specimen provides féedint stress state when subjected to
external loading.
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Figure 1. Specimens subjected to different stress states.

4. Results

The large number of analysis that the present sisgad has required makes the scrutiny of
the results difficult if one aims to have a generaérview. Thus, in order to facilitate
comprehension, we have schematically summarisethallesults obtained in Table 3. A
more detailed account can be found in [13]. Refazeralues for the initial triaxiality and
the average normalised third invariant have beeergfor convenience.

Table 3— Summary of results.

Analysis N | & | L-D L-R L-Y | GF GR GEP
NOTCHED 08| 1.0 ++  —— ++ ++ + + + +
PLANE 0.7 | 0.0 ++  —— — ++ —_— +
PLATE 1/3 ++ —— — ++ + + ++
SHEAR 0.0 ] 0.0 ++ —— + ++ _— +

Close observation of Table 3 shows that the soistiin which damage has been
regularised have been effective in all cases. Weark that the conclusion that damage is
the preferred variable to be regularised in the cdd emaitre- and Gurson-based models is
significantly important. It seems that this is amerent characteristic of implicit damage
models. In the case of explicit damage modelsnhafiged to model quasi-brittle materials,
the conclusion is completely different. As reportey Jirdsek and Rolshoven [14], the
damage variable is a bad candidate for non-locaabk for such explicit damage models
and should be avoided. This utterly implies tha¢ bias to be very careful when choosing
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the non-local variable for a given constitutive rabdn particular, it should analysed if the
damage formulation of such material model is donen implicit or explicit fashion.

5. Conclusions

The main goal of this contribution was to unfole tuestion of which variable should be
regularised in order to obtain mesh-insensitiveultssunder strain-softening regimes.
Therefore, several non-local models based on tmstitative theories of Lemaitre and
Gurson have been established. Scrutiny of the teedive revealed that in both cases
(Lemaitre- and Gurson-based models) the damageablariseems to be the optimal
candidate for non-local variable.

Acknowledgements. F.X.C. Andrade was supported by the Programme rAlthe
European Union Programme of High Level Scholarsfap$.atin America, scholarship no.
E07D401751BR. J.M.A. Cesar de Sa and F.M. Andrddes Rratefully acknowledge the
financial support provided by Ministério da Ciéneial ecnologia e do Ensino Superior —
Fundacdo para a Ciéncia e Tecnologia (Portugalylelurthe projects PTDC/EME-
TME/74589/2006 and PTDC/EME-TME/71325/2006.

Refer ences

[1] G. Pijaudier-Cabot and Z.P. Bazant (1987), Moal damage theorylournal of Engineering Mechanics,
113(10), pp.1512-1533.

[2] D.G.B. Edelen and N. Laws (1971), On the thedgmmmics of systems with nonlocality;chive for Rational
Mechanics and Analysis, 43, pp.24-35.

[3] D.G.B. Edelen, A.E. Green, and N. Laws (197Mpnlocal continuum mechanic#yrchive for Rational
Mechanics and Analysis, 43, pp. 36—44.

[4] L. Stromberg and M. Ristinmaa (1996), FE-foratidn of a nonlocal plasticity theoromputer Methods in
Applied Mechanics and Engineering, 136, pp. 127— 144.

[5] R.H.J. Peerlings, R. De Borst, W.A.M. Brekelmsaand J.H.P. De Vree (1996), Gradient-enhancedgearior
quasi-brittle materialdnternational Journal for Numerical Methodsin Engineering, 39, pp. 1512-1533.

[6] G. Borino, B. Failla, and C. Polizzotto (2003),symmetric nonlocal damage theotgternational Journal of
Solids and Structures, 40, pp.3621-3645.

[7] M.G.D. Geers, R.L.J.M. Ubachs, and R.A.B. Engel2B0B), Strongly non-local gradient-enhanced finite
strain elastoplasticitynternational Journal for Numerical Methods in Engineering, 56, pp. 2039—-2068.

[8] J.M.A. Cesar de Sa, F.M. Andrade Pires, and F.Rr@lrade (2010), Local and nonlocal modeling of deict
damage, In M. Vaz Jr., E.A. De Souza Neto, and RIAG0z-Rojas, editorsddvanced Computational
Materials Modelling: From Classical to Multi-Scale Techniques, Chapter2, pp. 23-72. Wiley-VCH,
Weinheim.

[9] F.X.C. Andrade, J.M.A. Cesar de Sa, and F.M. AneBtes (2011), A ductile damage nonlocal model of
integral-type at finite strains: formulation andnmerical issues/)nternational Journal of Damage
Mechanics, 20, pp. 515-557.

[10] J. Lemaitre (1985), A continuous damage mechaniodemfor ductile fractureJournal of Engineering
Materials and Technology, 107, pp. 83—-89.

[11] V. Tvergaard and A. Needleman (1984), Analysis op-cone fracture in a round tensile bacta
Metallurgica, 32, pp. 157-169.

[12] K. Nahshon and J.W. Hutchinson (2008), Moadificatminthe Gurson model for shear failufgyropean
Journal of Mechanics A/Solids, 27, pp. 1-17.

[13] F.X.C. Andrade (2012)Non-local modelling of ductile damage: formulation and numerical issues, PhD
Thesis, University of Porto, Portugal.

[14] M. Jirdsek and S. Rolshoven (2003), Comparisonnt#gral-type nonlocal plasticity models for strain-
softening materialdnternational Journal of Engineering Science, 41, pp. 1553-1602.



The First International Conference on Damage Mechanics, ICDM 1, Belgrade, June 25-27, 2012 57-60

INFLUENCE OF PLASTICITY REDUCTION ON STRENGTH AND
FRACTURE OF TURBINE RUNNER COVER IN HYDRO POWER
PLANT DERDAP 1

Miodrag Arsié¢ ', Srdan Bo$njak 2, Zoran Odanovi¢
Vencislav Grabulov *, Brane Vista¢ *

Y Institute for Materials Testing,

Bulevar vojvode Misica 43, 11000 Belgrade

e-mail: miodrag.arsic@institutims.rs

2 Faculty of Mechanical Engineering,

The University of Belgrade, Kraljice Marije 16, 11120 Belgrade
e-mail: shosnjak@mas.bg.ac.rs

Abstract. Vertical Kaplan turbines, with 200 MW of nominal output power, manufactured
in Russia, are built into six hydro-electric generating units of hydro power plant ,,Derdap 1”.
In this paper results of experimental examinations of four specimens taken from the runner
cover which is made of cast steel 20GSL are presented. These results indicated that values
of yield strength, tensile strength and impact energy for all specimens met the demands of
the standard, while two specimens had significantly lower values of elongation (As = 8%
and 9%). Taking into account that values As i Z are not universal and the fact that it is
impossible to estimate whether fracture mechanism will be implemented in material the
runner cover was made of, analytical and numerical calculations of stress state and
experimental examinations of fracture mechanics parameters have been carried out.
Obtained results of fatigue crack growth rate da/dN indicated that internal deformations of
circular or elliptical shape (flaws detected by ultrasonic testing), of initial size up to 6 mm,
enable 29 year long reliable operation of the runner cover.

Keywords: hydro turbine, runner cover, plasticity, life

1. Introduction

Designing, construction and putting into operation of a hydro power plant comprises
complex tasks. Due to limited possibilities of periodic inspections and state analyses, hydro
turbines and their components are being designed in order to endure 40 years of operation.
Therefore, extensive researches and testing of hydro power plant equipment have been
carried out all over the world for a long time. Turbine and hydromechanical equipment
testing has been introduced recently at a modest level when serbian hydro power plants are
concerned.

2. Experimental Tests

Turbine runner cover at the hydro power plant "Djerdap 1" is presented in fig. 1.
Along with experimental tests carried out on the cover, tests were performed in order to
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determine mechanical properties and fracture mechanics parameters. Test results for four
specimens taken from the cover, made of cast steel 20GSL, showed that yield strength
(Ro2), tensile strength (R;,) and impact energy (KCU) values for all specimens meet the
demands of the GOST 108.11.158-86 standard, as well as that values which define the
plasticity of the base material, elongation (As) and contraction (Z) have a large dispersion.
Two specimens met the demands of the standard (As = 23% and 27%), while two had
significantly lower values of elongation (As = 8% and 9%). Obtained values of fracture
mechanics parameters (critical stress intensity factor - Kic, critical fatigue crack length - a. ,
fatigue threshold - AKth, constant in Paris equation - C, exponent in Paris equation - mp,
fatigue crack growth rate - da/dN) are presented in table 1.

runner cover

NGt NPT
a) Turbine segment b) Runner cover model
Figure 1. Vertical Kaplan turbine, with nominal output power of 200 MW

Table 1. Fracture mechanics parameters at 23°C, for the stress intensity factor range AK = 10 [MPa-m*?]

. Kic ac AKth C mp da/dN
Specimen [MPa-m*?] | [mm] [MPa-m*?] [(m/cycle)/ (MPa-m*2) ™ [micycle]
With reduced plasticity 46,3 9,3 7,4 57-10" 315 | 6,36-10%
With adequate plasticity| 50,4 10,2 8,7 30-10M" 302 |511-10%

Minimum allowed value of Kic for 20GSL at temperatures below 0° C is Kic = 41 - 44 [MPa-m*?]

2. Influence of Plasticity Reduction During Runner Cover Casting on Fatigue
Strength

Influence of plasticity reduction and internal defects on fatigue of cast steel 20GSL is
important concerning the establishment of technical conditions for casting, norms for
allowable defects and quality inspection. For that purpose and with participation of
representatives of LMZ factory and Mechanical Engineering Institute from Saint
Petersburg, the mechanisms of microcrack initiation and conditions of propagation of
microcracks to macrocracks have been established. Tests have been carried out on large
specimens of dimensions from 100 to 300 mm. Analysis of test results helped the
establishment of the empirical dependency which enabled the evaluation of resistance to
fatigue of cast steel with internal defects, or in other words with reduced plasticity:

« o
Ou=r o
d+4-d)
1)

where: o - lower limit of fatigue strength dispersion;
p - coefficient which depends on properties of the metal;
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dimax - Maximum size of the defect in cast material.

As a result of testing of cast steels with reduced plasticity, the following dependency
between stress amplitude ¢.; and maximum number of loading cycles N has been obtained:

Ig (6.)=2,69-0,155x1g (N)
)

It was determined that defect sizes from 0,2 to 0,5 mm in 20GSL do not influence
fatigue strength, as well as that maximum allowable defect size of d = 1.5 mm causes the
reduction of fatigue strength from ¢.; = 118,5 MPa to ., = 91,15 MPa, in which case the
corrosion-fatigue strength reserve (safety factor) is still satisfactory, S, = 1,63.

3. Estimation of Service Life of the Runner Cover through the Use of Fracture
Mechanics

Estimation of runner cover service life through the use of fracture mechanics has been
carried out according to methodology presented in paper [3]. In the area of stable crack
growth, Paris' equation describes the behaviour of the material with sufficient accuracy:

da_ ) mp 3
PRI ©))

where: s - stress intensity factor range, which is being calculated by the following

equation:
AK =Ac /l.Zéﬁa Q)

For the internal defect measuring 6 mm in diameter in the steel cast 20GSL, detected
by ultrasonic inspection, characteristic value is circle radius or half-length of the short axis
of the ellipse, which value a is being calculated by the following equation:
aozﬁd:EG:S,me ®)

2 2

Stress intensity factor K is being calculated by the following equation, in case of

existance of an internal defect:

K, =0, /Ma, =98512.38x0.0052 =11 MPa/m (6)

where: 6, — maximum operational stress ;
M — coefficient which depends on shape and dimensions of defects and structure,
M=125n/Q;
a, — characteristic size of the defect;
Q — defect shape parameter;
Ao — stress range, which is being calculated by the following equation:

Crax — Omin _ 98,5-93,6
2

Ao = =2,45mm (7)

For the ratio of half-lengths of the short and long axis of the defect ellipse a/2c = 0.3,
as well as for the ratio of the maximum projected stress on the turbine cover and yield
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strength for the specimen with the lowest plasticity omax / Ro, = 98,5/ 309 = 0,32, value of
the defect shape parameter is Q = 1.65 [3].

Critical length of the internal crack in cast steel in which deformation weakening
occurs, which can cause the fracture in the structure, can be calculated by equation (6):

2 2
acr:i K | __1[463 =92,8mm 8
Mo 2,38 98,5

max

Number of cycles until reaching the critical size of the internal defect within the
turbine runner cover, made of cast steel 20GSL with reduced plasticity, gets calculated
through the integration of Paris’ equation, as well as values from table 1 and other
calculated values:

N = 2 t 1 =2,61-10% ©

mp-2 mp-2

ﬁ
€.-2.C.,- M2 .-Ac™\a,?2 a,?

cr

Number of load cycles for a one year period is:
Nu = nj - 60 - 7000 - 30 = 71,43 - 60 - 7000 - 30 = 9 - 10® cycles (10)

where: np — number of revolutions of the hydroelectric generating set, n, = 71.43 o/min;
60 — number of minutes per hour;
7000 — overall number of hours of operation of the hydroelectric generating set
during a one year period;
30 — number of years of operation of the hydroelectric generating set.

Estimated service life of the turbine runner cover with reduced plasticity is:

N 2,61-10%

N, 9.10°

=29 years (11)

u
6. Conclusion

Results of fatigue strength tests carried out on large specimens, as well as obtained
values of fracture mechanics parameters, enabled the estimation of service life of turbine
runner cover with reduced plasticity.
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Abstract. Mode | fatigue cracks in Glare (Aluminum baseddimetal laminate) nucleate and propagate
in soft aluminum layers whereas strong fibre laydwa't fracture and remain intact. This resultghe
development of interfacial cracks and delaminatioesveen aluminum and fibre layers. The interfacial
cracks subsequently grow as Mode |l cracks undeliccjoad. Different residual stresses in material
layers also influence the cracks. The paper preskmite element analysis of, a residually stressed
cracked and delaminated Glare to determine enezlpase rates at the tips of interfacial cracks for
checking their growth stability. Multiple cracks irarious orientations viz. normal to and across the
property mismatched interfaces, leading to sevdetdminations, are examined. The delaminations are
modeled by cohesive elements. Various sizes ofrfadial cracks are considered. The model is
successfully validated over a cracked and delamih@entrAL, the laminate with similar ingredients a
that of Glare but with different dimensions, theuks of which are reported elsewhere.

1. Introduction

Fibre metal laminate (FML) is a hybrid compositatthonsists of layers of thin metallic sheets bdnde
and cured by heat and pressure with prepregs., aghneg. built up of resin impregnated fibre cloth
layers laid in similar or different orientations.a& is one such aluminum and glass fibre based FML.
Several property mismatched interfaces exist in éGla@cause the materials on either side of each
interface in it have un-identical elasticity anchgiicity properties. Also variable residual stresses
develop in material layers during curing of the ilaate due to their different stiffness and coeéfits

of thermal expansion. Consequently, material pypaismatch and residual stresses influence fractur
characteristics of Glare.

Table 1: Material properties
Property Aluminum 2024-T3,a/  E-Glass Epoxy resin
(Isotropic) (Amorphous) (sotropic)

i) Mod. of elasticity (E). MPa  72000.0 71000.0 3500.0

ii) Shear Modulus (G). MPa  27060.0 29710.0 1250.0

iii) Poisson’s ratio( 1" ) 033 0.22 033

iv) Yield strength (¥). MPa 345.0 - -

v) UT.S..MPa 485.0 3450.0 60.0

vi) Percent elongation 18.0 (4.7 at 420 MPa) 4.8 4.0

vii) Coeff. of thermal 23x107¢ 5.0x107 57.5x107°
expansion

Type I laminate Type II laminate

Fig. 1 Cracked Glare laminates

Refer Fig. 1. A cracked and delaminated Glare in ghesent work is classified into two types
depending upon the orientation of cracks imiit Type | and Type Il. In Type | laminate, the parent
Mode | cracks in aluminum layers grow normally towsattle composite prepregs. before deflecting
into the interfaces of fibres in prepregs. sincacks can’t penetrate the fibres. This results in
development of interfacial cracks and delaminatibesveen aluminum and fibre layers. On the other
hand, in Type Il laminates, the normal parent Mbdeacks in aluminum layers are oriented across the
interfaces and their advancement simultaneouslgislda the generation of interfacial cracks and
delaminations governed by debonding curve betweemiaum and fibre layers, the parent and
interfacial crack growths forming a balanced andpded process. The interfacial cracks in both the
types of laminates propagate as Mode Il cracks ueytgic loads.
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The paper aims at numerical analysis of, a redigisitessed, cracked and delaminated Glare for
obtaining energy release rai@,, at the tips of interfacial cracks to check trst@bility by the criterion,

G <G, where the critical valueis.., represents the inter-laminar fracture toughnégbelaminate.

Multiple interfacial cracks of various sizes aramined in both the types of laminates. The apprasach
successfully validated over a different type of ilaate, CentrAL, results of which are reported
elsewhere.

2. Characterization of Glare

Refer Fig. 2. Glare is assumed to comprise threersagf 0.4 mm thick 2024-T3 aluminum sheets
bonded alternatively with two prepreg. layers., gadpreg. layer built up of three composite layers i
the sequence, c0-c90-c0. A composite layer consfs®s0165 mm (app.) thick epoxy resin on either
side of a 4 mil or 0.1mm thick unidirectional E-ggafibre. Composite cO has fibres laidyidirection
i.e. along the direction of the load whereas contpa$iO has fibres laid ndirection i.e. perpendicular
to thedirection of the loadMaterial properties are displayed in Table 1. Ttwgitudinal ¢ dir.) and

transversex dir.) coefficients of thermal expansion of the laate are found a1862x10°® C* and

1725x10°° C* respectively.

The laminate is 200 mm long, 50 mm wide andr2 thick. It is subjected to far field monotonic
tensile stress of 150 MPajyrdirection. Since the layers are un-identical, sitzed theory of laminates is
employed to obtain stress distribution in them.i@utemperature of the laminate is assumed as 120
deg.. Effect of curing is incorporated by superisipg residual curing strain with the applied strain.
Difference in stress values obtained with and withtbet effect of curing provides the magnitude of
residual stresses. As expected, their valug wlirection in plane strain condition used for Type
laminate are close to those in plane stress conditsed for Type Il laminate. Difference between the
values inx direction is inconsequential as these values dofiitence the computations carried out/in
zplane.
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Fig. 2 Constitution of Glare

3. Finite element analysis of damaged Glare

Refer Fig. 3. Four cases of Type | lamindite a) one crack with one delamination b) two crack wi

two delaminations c) two cracks with three delamimetiand d) three cracks with four delaminations

and two cases of Type Il laminatiz. a) two cracks with two delaminations and b) threscks with

four delaminations are modeled. Two interfacial krfengths,d, of 2 mm and 30 mm are investigated

in Type | laminate whereas the fixed valuelafith parent crack depth is chosen as 9.4 mm andr@5

respectively in Type Il laminate.

l | Dimensions in mm
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Triangulsr debonding

Il,‘OMPa ' 150 MPa

|
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©
>
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l a) b) B) 4 l a) b)
Type I laminate (2D) Type II laminate (3D)

Residual stress:- (Plane strain. y- coordinate system Residual stress:- (Plane stress, x-v coordinate system)

Aluminum: 67.85 MPa (+ve) in y dir. Aluminum: 52.29 MPa (+ve) in x dir.. 45.6 MPa (+ve) in y dir.

Fibre: 124.03 MPa (-ve) in y dir. Fibre: 102.09 MPa (-ve) in x dir.. 109.08 MPa (-ve) in y dir

Resin: 27.05 MPa (+ve) in v dir Resin: 18.69 MPa (+ve) in x dir.. 18.35 MPa (+ve) in y dir

Stress in = dir. assumed to be zero due to small thickness Nil stress in = dir. due to plane stress condition

Fig. 3 Orientation of cracks and delaminations in damaged Glare

Half of the laminates are only modeled due to thed@@ns of symmetry. Each material layer is
considered separately. 2D mesh model of Type | lateiris created with solid 183 elements in
aluminum layers and shell 281 elements in resinfdmd layers under plane strain condition. Number
of elements and nodes generated are equal to 4081223727 respectively. 3D mesh model of Type
Il laminate is created with 8 noded, solid 185 eletwen aluminum and 8 noded, layered solid shell
190 elements in fibre and resin layers. Number afescand elements generated are equal to 55827 and
53066 respectively. Delaminations are modeled bgsive elements in the form of 2D, 6 noded, inter
cohesive element 203 in Type | and 3D, 8 nodedy ioddesive element 205 in Type Il laminate.

Values of maximum normal tractiorot ), width and maximum equivalent shear tractionzgf and

T, in the delamination zone are input as C1, C2 aBdeSpectively in the cohesive element code. In

Type Il laminate, triangular, cosine, parabolic &figbtical debonding curves are assumed becawse th
can be defined mathematically. Since the type ebbaleding curve influences C1, C2 and C3 values,
albeit marginally, the cohesive element data amadofor each of them by modeling cracked laminates
without delaminations but with the use of a chosebodding curve to note the maximum values
developing near the curve. Sample values of C1a@RC3 in case a) of Type | laminate are of the
order of 39.24 MPa, 0.001 mm and 34.32 MPa andase @) of Type Il laminate with triangular
debonding are of the order of 19.5 MPa, 0.001 meh Hs.03 MPa respectively. Artificial damping

coefficient of 1x10™° s is used wherever necessary to achieve numeringkogence.
Ramberg-Osgood formulation, Eq. (1), is employedltain non-linear stress-strain values beyond
yield point in aluminum

Ea Ea \Ya
The material constants, using stress-strain vatiése break and at an intermediate point provided
Table 1, are obtained ag' =1.2 andm’ = 10. The nodes representing cracks at the bottoface in
aluminum and resin layers of the model are uncaimgd while all the nodes of fibre layers are
constrained iry direction ¢ = 0). Load is applied as monotonic stress at tpeetige of each laminate
whereas the residual stresses are introduced cyggatve material nodes ¥mandy directions. All the
interface layers are glued and the common nodesnarged. The nodes are thoroughly checked for
connectivity before executing the models for soluti
As yielding levels are of small scal@,is considered equal to the valueJahtegral.J integral over a
cyclic path,P, around interfacial crack tip [1] is definedyifrz plane by Eq. (2) as

J= [(We(—dz) —Ty%ds—TZ%ds]
P & &

. iYaJ_m( o ]m" )

)

where W, is the strain energy density,andw, are the nodal displacements ynand z directions,
traction termsT, =oyn, +7,n,, T, =0,n,+1xn, With n, and n, being unit normal vectors.
Numerical values ofl are obtained over three paths, denoted by 1, Bandar interfacial crack tips
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3.1 Results
Sample deformations with case a) of both the tygdarinates are provided at Fig. @.values are

displayed at Table 2. The value & of the laminate is experimentally obtained as 0N@®m. Since
G <G, in all the cases of Type | laminate, the intedihcrack growth is concluded to be stable. In

Type Il laminate also, the values are safe exaeptterfacial cracks at one extreme end of caderb)

all the types of debonding curves indicating craskability.

3.2. Validation

The present model is applied over a different lat@nreferred to as CentrAL [2]. CentrAL has
ingredients similar to that of Glare but with diffatedimensions. Its constitution and properties are
presented in Fig. 5. All three aluminum layers iraiie assumed to be cracked with delaminations
existing between aluminum and prepreg. layers relbegibase d) of Type | laminatinterfacial cracks

of 0.032in. size are considered. Half of the laminate isiragaodeled under far field load line
displacement of 0.0015 iRrepregsare considered as single units with given proper@&shesive
element dataC1, C2 and C3 used are of the order of 500000 Mm&iQ01lin. and 920000 msi
respectively. The results obtained are compared thi¢ghreported results in Table 3. They are in good
agreement that validates the model.

Table 2: Values of energy release rate
Type of laminate G (). _P:L; 1, Path 2, Path 3 a1 Paih? pam3

A B € D ‘ L
a) 0.54.0.54.052 -

) 0.69.0.69,062 066,065 0.65

€075,075,071 075,075,071 033,033,021

Typel d)0.54.053.051 033,033,032 036,035,034 0.48.0.45.048

= x
d=30mm ibre Afuminom

2) 045,043,056 Resin
A-Tnterfacial crack tip
©)055.0.54.055  034.034.054

) 052,053,061 037,037,033 0.25,0.25,0.09

d) 042.042.052  031.031.041 0.29.0.29.035 0.45.0.45.0.61
d=94mm: Crack depth =25 mm
c

Type Il A B D Table 3: Results of CentrAL
R, G fom
055,053,055  003,0.06.009
Tiiangntar AP Delm::mnon pxes(e;bn::)odkl Rtg?;‘ltd
5005 028.024.025 56,053, 0.5 54,050,055
delamination )0.97.095.095  026.024.025 056053054 054,050,051 et P2 | ODAD
)0.56.055.06  004.0.10.0.16 i e i
Cosine
delamination ©)104.102.102 031.027.038  060.0.60,061  0.56,055.0.53
B 1677, 17.43 13
2)0.56.055.057  0.055,0.11.0.14
Parabolic
delamination ©)106.104.105 032,020,020  061.060,060  0.62,0580.59 c 1397,15.27 13
2)0.6,058.061  008.012.0.15
Eftiptical ) 1670, 15.00 12
b)118.115.1.16  035.0.32.033  068.0.65.066  0.60,0.65.0.66
v 00035 e 1a [ Ao
D N T 7077 E 05
AL | oA P (AL Eoo) T o5
Eytm [E
058 in 0016 ine ~>0.016 % o
733
8 = D
I e
= i 2t Gy ) ns
i T
= 0.016in o003

AL- Aluminun: Pr. - Prepreg. (Glass’ Epoxy)

Fig. 5 Constitution of CentrAL

4. Conclusion
A numerical approach to obtain energy releaseatiteterfacial crack tips in a, residually stressed

cracked and delaminated Glare is presented. \alidit the finite element model is well

substantiated.
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Abstract. In this work application of phenomenological damage accumulation model for a
case of the complex stress-strain mode is presented. Results of numerical calculation in
ANSYS for a constructive element in the form of a plate with a hole (damage distribution
for different diameters) are shown. On the basis of experiments the effective stress-strain
curve for aluminum alloy is built and parameters of damage model are defined. For damage
estimation at tension method on specific electrical resistance change has been used. The
modified Neuber-Makhutov definition approach of stress and strain concentration factors
with the damage account is discussed. Dependences of the given factors on the reduced
stress and hardening rate of aluminum alloy from number of cycles are shown. Engineering
and effective curves of a Morrow’s diagram received as a result of strain controlled tests.

1. Introduction

The majority of responsible elements of designs contain stress concentrators (holes, fillet,
neck and other). As any concentrator is the probable initiation center of a construction
fracture, and the stress concentration is one of major factors which influence its strength
and lifetime, so research of the stress-strain mode in the area of the concentrator and its
improvement by means of existing approaches modification is an actual problem [1, 2, 3].
The majority of constructions analyses are carried out with use of the engineering stress-
strain diagram of a material (engineering stress) that does not consider true stress in the
specimen, and processes of growth and accumulation of microdefects in a plastic zone.

2. Damage Model

In the field of the concentrator there is a local zone of a plastic deformation in which
intensively take place processes of damage accumulation, authors offered at an estimation
of the stress-strain mode near the concentrator, for its improvement, to take into
consideration damage scalar parameter, estimation of which is based on the power approach
that is in more details presented in publication [3].

Dependence of damage parameter from plastic strain level, taking into account factor of
Pisarenko-Lebedev is defined as follows [4]

C
A (2 o | V)| 1 e
D=| o5 3(1+,u){;(+(1 ;()GJ +3(1 2/1)(0_} 2n+1(8' )

A, B, ¢ and n=mc material parameters, E — Young modulus of elasticity; gi‘p’ -
plastic strain rate. ¢ — Poisson ratio, y — factor of Pisarenko-Lebedev, which allows to
consider different properties of a material at tension and compression, o, — mean stress,
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o, — maximum stress, o; — stress ratio. Parameters A and m were defined from
m

approximation of the experimental true stress-strain curve with power law o, = A(gi“’))

3. Material and main experimental feature

For definition of model parameters at experimental equipment which allows to record
continuously damage of material at straining [5], experiments on specimens of aluminum
alloy D16T (4.1% Cu, 1.6% Mg, 0.64% Mn, 0.47% Fe, 0.33% Si, 0.03% Ti, 0.02% Cr,
0.18% Zn) have been made. The damage parameter is identified as relative change of
specific electric resistance of the specimen [4]. For damage parameter calculation values of
material parameters (Table 1) gained from experiments were used.

Table 1

Material parameter

E,MPa| ¥ b A I B | #
Aluminum Alloy | 69608 | 0.7 | 1,17 | 748 | 0,091 | 1,7 | 0.3

Material

4. Numerical implementation

For the further researches the plate of thickness 3 mm with the central aperture which
diameter varied from 1 to 15 mm has been chosen.

Using geometrical and force symmetry, at numerical modeling the quarter of the specimen
with corresponding boundary conditions (Fig. 2) was considered. For modeling of a finite-
element grid were elements PLANE 82 used. For solution were used the true stress-strain
diagram of a material (the diagram considering necking of the specimen).

Criterion of grid selection was value of a calculation results difference obtained on two
different grids at equal loading conditions. If the difference on two grids under equal
conditions differed less than on 1% further "subdivision" of a grid was not made also result
was considered as the reliable. As a result of the numerical calculation for aluminum alloy
damage distribution which are presented on Fig. 3 have been obtained.

For an estimation of concentration at elastic-plastic straining, stress (K ) and strain (K)
concentration factors are used. The general approach to definition of these factors does not
consider damage [1, 2], in zone of concentrator. The damage parameter account gives the
chance to specify factors (K, ) and (K, ) thus more reliable estimate the stress-strain mode
of the given constructive element.

In a general relation connecting concentration factors taking into account Makhutov
approach and damage parameter, it is possible to write down a relationship [1, 6]:

KK Fla,. 5, m, n]. )

a

Using the data of numerical calculations and experimental data, built curves of change of
stress intensity concentration factors with damage account (effective) and without taking
damage into account (engineering) (see Fig. 4).

Fig. 4 shows that the damage account at factor K_ calculation increases its value, at the
same time, for factor K_ we have an opposite situation: the damage account reduces its
value.

o



Damage and Rupture of Structural Materials under Complex Low Cycle Loading 67

BOOAL SOLUTION
TRl
= 30

= |

LBALE-L1 T 003877 o0sels 07384

NOBAL SOLETION BOOAL SOLUTION

LB2UELL ~baLeT2 00344 805316 -ooTesT

c) d)
Figure 3. Damage distribution for an aluminum alloy, o =280 MPa
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Figure 4. Stress K and strain K_ concentration factors vs. reduced stress & ,

a, =3,0 (1- effective, 2 — engineering)

Dependence of hardening rate from number of load half-cycles can be presented [1, 6]:
Igz OV
M (k) = = . 3)
Ig| £OM + = (O™ _1)G(k }
o| 72" + 5 (52 -1)6
Effect of damage on value of hardening rate is shown on Fig. 5.
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Figure 5. Hardening rate vs. number of load half- Figure 6. Static load curves (3 - effective, 4 -
cycles (1-8=11;2-8=5,0;3-=10,0) engineering) and the Morrow’s diagram (1 - effective,

2 - engineering) for aluminum alloy

From Fig. 5 influence of damage on hardening rate grows with increase in value of the
reduced strain €, and also grows calculation error using engineering stress-strain diagram
parameters. For calculation of stress and strain concentration factors taking damage into
account it is necessary to use the parameters obtained from the effective stress-strain
diagram [6] which allows to improve concentration factors.

For an evaluation of damage effect on stress-strain mode under low-cycle fatigue have been
made strain control tests. As a result of experiments have been obtained the Morrow’s

diagram with account and without taking into account damage for a load cycle N =0.5N,,
where N, - number of cycles to rupture. Comparison of the Morrow’s diagram and static

load curves is resulted on Fig. 6. It is clear from Fig.6, that damage have essential influence
on definition of the maximum stress in stabilized cycle of a loading.

Thus, calculations of the stress-strain mode of constructive elements with stress
concentrators and the estimation of a stress and strain concentration by Neuber-Makhutov
approach with use of engineering stress add error, by ignoring damage which occurs at
plastic deformation. Use of an introduced calculation method, gives the opportunity to
decrease error by introduction scalar isotropic damage parameter in consideration.
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Abstract. The paper contains the description of the cyadleep damage law that allows to
estimate the long-term strength of metallic mateiiia wide range of frequencies of loading
and heating. Asymptotic methods and proceduresvefaging in a period were used for
deriving the damage laws.

1. Introduction

Traditionally the deformation of structural membeéssstudied separately for static and
varying loading, especially in the cases of thaliog frequencies which take place in the
processes of forced oscillations and exceed 1-Btdmvever, for high-temperature creep
processes, which flow in different engines, powebine etc, such separation is impossible
due to non-linear character of the phenomena. fip®itant contribution of the dynamic
stresses, which occur following to fast load orgenature varying, can essentially change
the rate of creep strain and damage accumulatiowedisas the place of macro crack
initiation. From the other hand, the real loadimgsents the combination of the cycles with
large (hours or days, caused by loading, operaimyunloading, heating and cooling (etc)
and small (fractions of a second, caused by fooseillations) periods.

The aim of a paper is introducing the unified apggtoto the description of different creep
damage phenomena, which occur due to joint actictatic and varying loading. The case
of initially elastic stress-strain state, which hims be realized in different industrial
applications, where creep strain growth and damagrimulation are started from the
stress level which is less then yield limit, is siolered.

2. Cyclic creep damage averaged laws

Let us regard the mostly common case. The long-tetrangth of the structure is

determined by the action of the temperawf(t) and stress field (1) . It is well known,
that mechanical behaviour of structural elemeniesuibd by cyclic loading, is significantly
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depends upon its frequency. The cyclic creep-danmgeesses in a solid which are
originated by the action of temperature fields, bandivided by the action of low or high
cycle loading or heating.

In the case of high cycle loading, when the fremirs of oscillations correspond to the
phenomenon of forced vibrations, the processedyofimic creep’ [1] as well as the creep-
high cycle fatigue interaction can occurred [2]e$@ processes are divided by the value of

so-called critical stress cycle asymmetry coeffiti A =0%/0 where & and ¢ are
amplitude and mean stress correspondingly. Thevdliges ofA., which are arisen when
the significant values of varying stresses are dactdharacterize the high cycle high
temperature fatigue damage accumulation which uplea with creep one. The low values
of A, caused to substantial acceleration of pure cre@pade accumulation. This process
was called the ‘dynamic creep' and the damage obtewe by creep mechanism [1].
Otherwise, the loading of structures at elevatethtratures very often corresponds to low-
cycle with the frequency is less than 1Hz. The @alaf period can be hours or days, for
example in power turbines, where one cycle conttliestime from starting to transition
into the operating mode, some peak loading andHing.

In real working conditions the low and high cycleep processes are coupled. The main
idea of the presented theory is subsequent studyfirfgpth processes. The approach of
asymptotic methods [3] will be used. Due to thd ation in a structure, where the
forced oscillations occur on the background of peses, caused by static or quasi-static
loading, firstly let us regard the low cycle credamage accumulation processes. The
growth of creep strain and scalar damage parametecan occur here due to the varying
of loading as well as due to the varying of temhe®a

Let us use the the Rabotnov-Kachanov kinetic lath wtalar damage parametgr

(1(f Z:))' 1)

The process of low-cycle loading will be describbg the period T, and stress
o=0+0!, whereog ando? are its constant and varying parts:

_ . = . (27K
g=0+0 —J(1+;Mksm(_rg n )

Let us expand the damage parameter into asympeties on the small parametef3]
and limit by two terms of series:

w=D

1

wOa’(t)+ uw' (), wa"(t)’f%a;; ®3)

where wo(t), 0)1(5) are the functions which depends upon lovand fast time§ ,
(0<&<1)[4]. After the substitution of the Eq.(3) into Efj(and further averaging the
damage law on the time interv (0<¢<1),

1

(o( )jw t)dé 0’ (t), (w'(§))=[ew'(£)dé 0o, (4)

0

we obtain [4]:
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W= Dgr(Mk)(l(flr)), w(0)=wo, w(t*)=w, (5)

1

gr(Mk)=.|.(1+iMkSin(27'kf)jrd{1 M,=0%/0

0

If we consider more general low cycle process whanonly stress but the temperatdre
varies throw a cycle

—_— < i 2 J
T=T+T1=T(1+;Mfsn(_r—]jt+ﬁiTD MT=Te/T, (©)

the creep-damage law can be written in the folhgform:

r

. o' 6 g
w=D——exp| —— |=D(T)—
(1—0))' p( T] ( )(1—0))' @)
Now we can use the similar suggestions and reagonagarding the averaged damage
parameter law Eg. (5) as an initial one. Finallyhage

a-l'

w=gr(Mk)gTw(T)m,w(0)=ab,a)(t*)=a)_ ®)
where gr(T)= dI eer[_T—a(h:Zl M7 sin(ZH'f)jljdf _

Now let us consider the case of mono-harmonic lugadiith sine law, when frequencies of
forced oscillations are more than 1 Hz. If the streycle asymmetry coefficient A> A,
the essential fatigue damage appears. We'll us& @kebori suppose [2] that in this case
the total damage increment contains from creep hagld-temperature high cycle fatigue
parts

dw=dw, +dw, =F (0,0°,T,w)dt+F,(0,0°,T,w)dt ©)
The creep damage law (1) and auto-model fatigueadartaw

4, - Flot+ba) . F(o" +bo)’
(-a ) (t-c )

-
can be used. In the casefsfA. the influence of fatigue damage is marginal, darmage
acceleration happens due to ‘dynamic creep' mexhafl, 5]. If we regard the slow
varying of the loading with big period by law lileg. (2), we have to slightly change the
law Eq.(5) in order to account the multiplying tie coefficient A:

_t
dt, N _f (10)

w=Dg:(1+K, )% K. =J1’(1+ A sin(2nf))'d$—11 A:%a (11)

g :j(uiMksin(zmg))rdf A = gf,,

0
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HereK; is dynamic creep influence function had been olethiby asymptotic expansion
and averaging procedure in [6]. Now we have to tansthe universal damage law, which
reflects above mentioned physical laws. Let usthseinfluence functions, which reflect
the acceleration or retardation of appropriate dprmarocesses. These functions have to
operate with stress asymmetry coeffici@gtand can be selected in the following form [5]:

A? A’
ﬂf(A):l—exp(ng); vf(A):exp(nrzp); (12)
Finally the damage law takes the following form:
. o' (o° +bo)’
w=09:a: (AD—+ L (A)F —1
grg.a:(A) oy P (13)

0)=aw aft)=w  ai(A)=1+K (AN (A)

Constructed general damage law Eq.(13) have toeberglized for the case of complex
stress state. Here the three invariants criteriwrcfeep long term strength description as
well as Sines criterion [7] for fatigue were usédd3].

3 Conclusions

The paper contains the creep damage law, whictbbead formulated for the wide range of
cyclic loading and heating frequencies. By usehefsame asymptotic procedures the flow
rule for cyclic creep with different frequencies lohding and heating were obtained and
averaged creep-damage law was added to the gesystam of equation of motion of the

creeping solid [4-6].
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NUMERICAL MODELING OF LOCALIZED FAILURE BY MEANS
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Abstract. An efficient numerical framework suitable for three-dimensional analyses of
brittle material failure is presented. The proposed model is based on an (embedded) Strong
Discontinuity Approach (SDA). Hence, the deformation mapping is elementwise additively
decomposed into a conforming, continuous part and an enhanced part associated with the
kinematics induced by material failure. To overcome locking effects and to provide a
continuous crack path approximation, the approach is extended and combined with advantages
known from classical interface elements. More precisely, several discontinuities each of them
being parallel to a facet of the respective finite element are considered. By doing so, crack path
continuity is automatically fulfilled and no tracking algorithm is necessary. However, though
this idea is similar to that of interface elements, the novel SDA is strictly local and thus, it
does not require any modification of the global data structure, e.g., no duplication of nodes.
An additional positive feature of the advocated finite element formulation is that it leads to
a symmetric tangent matrix. It is shown that several simultaneously active discontinuities in
each finite element are required to capture highly localized material failure.
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1. Kinematics of strong discontinuities

A domain Q € R? is assumed to be separated into two parts Qt and Q~ by means of a
localization surface dsQ, which, depending on the context, can represent a crack surface or a
shear band. Hence, the displacement field u can be discontinuous at dsQ. Following [1], u is
assumed to be of the type

u=1u+[u] (H; — ), (H

where @ is the standard continuous displacement field and [u] denotes a displacement jump.
In Eq. (1), H; is the Heaviside function with respect to the discontinuity and ¢ is a smooth
ramp function necessary for describing the Dirichlet boundary conditions in terms of the
standard displacement field @. By applying the generalized derivative to Eq. (1), together
with the approximation V [u] = 0, the deformation gradient reads

F—14Va—[u]©Vo+[u] ©NS, with va:%. @
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Here, & represents the Dirac-delta distribution associated with the localization surface and
N is the normal vector of d;Q. Analogously, in case of intersecting strong discontinuities,
i.e. more than one displacement jump per element, the displacement field and the associated
deformation gradient are computed as

o+ RO 90 (=) @

=

and

(]9 eNO 5] @

2. Material models

Since the deformation gradient is regularly distributed in Q%, standard stress-strain based
continuum models can be applied. For the sake of simplicity, the bulk material is assumed to
be purely elastic (neo-Hookean material with A and u the Lame constants), while inelastic
deformations localized at d;Q are governed by a damage-like cohesive potential of the type

1
‘Pszi(l—d)[[u]]~Cs~[[u]] 5)
with
d—l—exp<—f1<> and Cg= f“ ()
%

where fy denotes the uniaxial tensile strength, %; is the fracture energy and k represents
an internal variable (maximum value of the displacement jump during the complete loading
path). With Eq. (5), the stress vector acting at the discontinuity can be computed as

0¥, [u]

It is coupled to the stresses in Q* by the condition of traction continuity. An advantage of the
above models is that only four parameters (4, U, fo and %) are required to describe material
behavior.

Ts =

3. Finite element implementation

According to [1], one possible implementation of the SDA is based on the EAS concept.
Though this approach is not new for a single discontinuity, it represents the background for
the novel intersecting SDA as discussed in this paper. The numerical implementation of
elements with strong discontinuities is based on the weak forms

/P ):VRdv — /poB ndv — /T* NdA=0 ®)
I'p

/PNde / T.dA ©)

where P is the Piola stress, 7] is a continuous test function, B denotes body forces, T* are
prescribed tractions on the Neumann boundary, V and A are the volume of the finite element
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and the surface area of the discontinuity, respectively. Eq. (8) is the standard principle of
virtual works and Eq. (9) represents the weak form of traction continuity, cf. [2].

One of the critical open issues concerning the implementation of elements with strong
discontinuities is the prediction of crack path propagation. It is known, that a straightforward
implementation of strong discontinuities can lead to locking effects. To overcome such
problems different strategies like tracking algorithms have been developed. The aim of
the present contribution is to show that simple local strategies without enforcing crack path
continuity can lead to computationally efficient and robust numerical implementations. In
what follows, two different methods will be explained.

3.1. Rotating SDA

After embedding a discontinuity in a finite element, a certain change in principle stress
directions may occur. Consequently, keeping the normal vector N fixed during subsequent
loading does not necessarily provide the proper kinematics. As a consequence, after proper
crack initiation, the crack normal N is wrongly predicted in the elements ahead the crack tip.
This can result in a dispersion of the macro-crack over neighboring elements. Therefore it is
reasonable to allow the discontinuity to rotate. Thus, N depending on the maximum principal
stress direction is recomputed in each loading step. In this way, the aforementioned locking
effects can be strongly reduced.

3.2. Intersecting SDA

In the context of the SDA, the numerical implementation of intersecting localization surfaces
was introduced in [3]. The main idea of such approach is to enrich the space of admissible
crack paths by introducing more than one discontinuity per elements, i.e. to model micro-
defects in elements separately. Some of these micro-defects will significantly contribute to
a macro-crack, while some of them will close under increasing loading. According to the
standard SDA, the orientation of discontinuities is assumed to be invariant, i.e. N = 0.

The extension of the single crack concept to the intersecting SDA is relatively straight-
forward. Clearly, the implementation of intersecting discontinuities is computationally more
expensive. Analogously to the standard SDA (one crack per element), the tangent stiffness
matrix remains non-symmetric. Only if the discontinuities are parallel to the edges or the
facets of the considered element, a symmetric tangent is obtained. Consequently, this case
is similar to that characterizing classical interface formulations where the interface elements
are inserted into the existing finite element formulation. Thus, discontinuities are a priori
parallel to the facets of the underlying bulk elements. Further elaborating this similarity,
the discontinuities of the proposed SDA are assumed to have the same topology. Besides this
analogy, the SDA shows still several advantages compared to the nowadays classical interface
approaches. For instance, the mesh topology has not to be modified (e.g. duplicating nodes).
Evidently, the more discontinuities are considered, the softer and the more realistic is the
predicted mechanical response. However, an increasing number of discontinuities increases
the numerical effort as well. Therefore, the crucial question arises how many discontinuities
in each element are needed to describe material failure and softening in a realistic manner.
To answer this question, the discontinuities are successively introduced and the results are
compared to each other.
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4. Numerical Examples

The performance of the proposed methods is demonstrated by means of two fully three-
dimensional numerical examples: a clamped L-shaped frame subject to off-center tension
and asymmetric bending of a notched beam. Both examples are discussed in [6].

Example 1: L-shaped frame: The geometry, material parameters and loading conditions are
in line with [4], where a concrete L-shaped frame has been experimentally investigated.
A mesh containing 33202 tetrahedral elements is used. In case of intersecting SDA, only
failure modes aligned with the element facets are taken into account. It has been observed
in numerical experiments that three displacements jumps in each element are sufficient to
describe the material response in a realistic manner. If only one or two jumps are accounted
for, the softening effects are underestimated.

Example 2: Bending of a notched beam: The present example is taken from [5], where the
authors documented a number of mixed mode failure experiments on notched beams. The
geometry and the boundary conditions are shown in Fig. 1. Four different finite element
discretizations are considered. Two of them are uniformly distributed, the remaining two are
refined in the region where the crack path is expected to propagate, while they are relatively
coarse in the remaining part of the specimen. For all triangulations a curved crack propagates
from the notch toward the upper surface of the beam, building approximately an angle of 30°
with respect to the vertical direction.

F.u
25
25
=
710 —
&‘ 25
2

Figure 1. Numerical analysis of a L-shaped frame (left) and asymmetric bending of a notched
beam (right): dimensions [cm] and loading of structures

References

[1] Simo J C Oliver J and Armero F (1993) An analysis of strong discontinuities induced by strain-softening in
rate-independent inelastic models, Computational Mechanics, 12, pp. 277-296.

[2] Mosler J (2004) On the Modeling of Highly Localized Deformations Induced by Material Failure: The Strong
Discontinuity Approach, Archives of Computational Methods in Engineering, 11, pp. 389-446.

[3] Mosler J (2005) On advanced solution strategies to overcome locking effects in strong discontinuity
approaches, International Journal for Numerical Methods in Engineering 63, pp. 1313-1341.

[4] Winkler B Hofstetter G and Lehar H (2004) Application of a constitutive model for concrete to the analysis
of a precast segmental tunnel lining, International Journal for Numerical and Analytical Methods in
Geomechanics, 28, pp. 797-819.

[5] Gaélvez J Elices M Guinea G and Planas J (1998) Mixed mode fracture of concrete under proportional and
nonproportional loading, International Journal of Fracture, 94, pp. 267-284.

[6] Radulovic R Bruhns O T and Mosler J (2011) Effective 3D failure simulations by combining the advantages
of embedded Strong Discontinuity Approaches and classical interface elements. Engineering Fracture
Mechanics, 78, pp. 2470-2485.



The First International Conference on Damage Mechanics, ICDM 1, Belgrade, June 25-27, 2012 77-80

STUDIES ON THE EFFECT OF THE STRESS TRIAXIALITY AND
THE LODE PARAMETER ON DUCTILE DAMAGE CONDITIONS

Michael Briinig, Steffen Gerke, Vanessa Hagenbrock

Institut fir Mechanik und Statik

Universitat der Bundeswehr Miinchen, Werner-Heisenberg-Weg 39, D-85577 Neubiberg,
Germany

e-mail: michael.bruenig@unibw.de

Abstract. The paper deals with the effect of stress state on the damage behavior of
aluminum alloys. The continuum damage model has been generalized to take into account
stress-state-dependence of the damage criterion with different branches corresponding to
various damage mechanisms depending on the stress triaxiality and the Lode parameter.
Basic material parameters are identified using experiments with differently notched tension
and shear specimens. To be able to get more insight in the complex damage and failure
behavior additional series of micro-mechanical numerical analyses of void containing unit
cells have been performed. These calculations cover a wide range of stress triaxialities and
Lode parameters in the tension, shear and compression domains. The numerical results are
used to show general trends, to develop equations for the damage criterion, and to identify
parameters of the continuum model.

1. Introduction

Accurate and realistic modeling of inelastic behavior of ductile metals is evident in
structural mechanics and corresponding numerical analyses. Thus, continuum models have
been proposed to describe elastic-plastic behavior as well as material softening during the
damage and failure processes under general loading conditions. Motivated by experimental
observations or numerical analyses on the micro-scale, various phenomenological damage
models have been developed. They are based on internal scalar or tensorial damage
variables whose increase is governed by evolution laws.

Besides the stress intensity, the stress triaxiality and the Lode parameter are the most
important factors controlling initiation and evolution of ductile damage. These
dependencies can be studied by performing experiments and corresponding numerical
simulations of a series of tests with carefully designed and differently loaded specimens
experiencing a wide range of stress states [1-8]. In addition, to be able to detect features on
the scale of the micro-defects, micro-mechanical numerical models are used solving
boundary-value problems of representative volume elements with micro-structural details to
predict the constitutive response at the macroscopic level. Thus, three-dimensional finite
element calculations of microscopic cell models have been performed [9-13] to get more
insight in the damage and failure mechanisms of ductile solids and to understand the stress-
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state-dependent behavior of void growth and ductile damage mechanisms. The numerical
results show that the void growth, the macroscopic deformation behavior of the unit cells
and the critical failure strain remarkably depend on the value of the stress triaxiality. In
addition, the rate of void expansion in different directions for constant stress triaxialities are
sensitive to the Lode parameter.

Most published papers deal with void growth and coalescence only in regions with high
hydrostatic stress. Thus, their results are only valid for moderate or high stress triaxialities
where the effect of the Lode parameter on failure behavior has been shown to be marginal
[5]. Therefore, further numerical calculations have to be performed to get detailed
information on damage and failure mechanisms in ductile solids for a wide range of stress
triaxialities and Lode parameters even in the shear and compression ranges. In this context,
the present paper discusses results of numerical unit-cell simulations on the micro-scale
covering a wide range of three-dimensional stress states. They are used to develop and to
verify stress-state-dependent damage criteria taking into account different branches
corresponding to various damage modes.

2. Continuum model

A continuum model is used to predict the irreversible material behavior taking into account
information of the microscopic mechanisms of individual micro-defects and their
interaction. Briinig [6] proposed a phenomenological framework to describe the inelastic
deformations of ductile materials including anisotropic damage by micro-defects. This
approach takes into account different damage mechanisms (Fig. 1): micro-shear-cracks for
negative stress triaxialities, void growth for large positive stress triaxialities and mixed
behavior for lower positive stress triaxialities. In the hydrostatic pressure regime a cut-off
value of stress triaxiality [14] is taken into account below which damage does not occur.
This stress-triaxiality-dependent concept will be generalized to be able to take also into
account the effect of the Lode parameter on damage behavior.

/ */ ’
el ealie

Damage due to
growth of voids and
micro-shearcracks

Damage due to Damage due to

No damage growth of voids

micro-shearcracks

[
»

Stress triaxiality
Figure 1. Damage mechanisms

Thus, the onset of damage is assumed to be governed by the damage criterion
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fe=al +p3,-c=0 1)
where |, and J, denote the first and second deviatoric stress invariants, o is the damage

threshold and « and g represent the damage mode parameters taking into account the
different branches depending on the stress triaxiality

n=0,lo,=1,1(3/33;) @
defined as the ratio of the mean stress o, and the von Mises equivalent stress o, as well
as on the Lode parameter
T1 _T3
expressed in terms of the principal stress components T,, T, and T,.

with T,>T,>T, (©))

3. Experimental and numerical results

Tension and shear tests with smooth and pre-notched specimens as well as corresponding
numerical simulations on the macro-scale have been performed to be able to identify
material parameters appearing in the constitutive equations [15-17]. Based on these results
it was possible to propose stress-triaxiality-dependent functions and a first estimate of Lode
parameter dependence for the damage mode parameter. However, due to lack of reliable
information on the effect of the Lode parameter on the damage criterion by experiments
additional numerical simulations on the micro-scale are carried out to study in detail the
dissipative and deteriorating mechanisms on the microscopic level. The behavior of unit
cells with symmetry boundary conditions simulating periodic distributions of micro-defects
is studied for a wide range of Lode parameters w=-1, 0, and 1 as well as of the stress
triaxiality coefficients n=-1,-2/3,-1/3, 0, 1/3, 2/3, and 1. Based on the numerical results
it was possible to compute different points shown in Fig. 2.

<13 0 1/3 2/3 I

Figure 2. Damage mode parameter vs. stress triaxiality
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For different Lode parameters @ and stress triaxiality coefficients 7 the damage mode

parameters obtained from the micro-mechanical numerical analyses are used to propose the
non-negative function

ﬁ(?],a))=ﬂo(ly,a)=0)+ﬂ(020 (4)
and to identify the associated material parameters
5 - {—0.4577+0.85 for -1/3<p<0

0

= ®)
~1.287+0.85 for 5>0

and

5 = —-0.021w for w<0 ©)
° 1-0170 for w>0

by curve fitting, see Fig. 2.
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Abstract. This paper is devoted to the buckling phenomerfocolumns composed of a
quasi-brittle material such as concrete. The ctuisté law at the material or the structural
scale is based on continuum damage mechanics angsif@@OM theory). We investigate,
using a simple one-dimensional softening model dase continuum damage mechanics,
how the buckling of reasonable slender reinforcedcoete columns is associated with a
limit load which decreases with the imperfectionngidered. The one-dimensional
continuum problem is then analytically and numdiycaolved for an axially loaded
cantilever column with some additional geometricaperfection. The need of including
some non-local properties is discussed for the-poskling analysis. Though simplified,
this column model will still give some qualitatiyeseful results for reinforced concrete
columns.

1. Introduction

It is accepted that slender reinforced concretainns must be designed taking into
account the second order effects produced by tia laads on the deformed member. The
main international rules including for instance tharopean code for reinforced concrete
design, Eurocode 2 (EC2), are based on this corfoeptie design of reinforced concrete
columns. Slenderness limits that indicate when seféécts can be neglected, have been
investigated [e.g., 1, 2] and included in moshi@iced concrete codes. Various empirical
or theoretical based methods have been publishdbei past, that all introduced some
necessary realistic imperfections through addifiaggometrical eccentricities [3, 4]. It
means, from a theoretical stability point of viethat these nonlinear structural systems
typically belong to the field of imperfection seig systems. There have been numerous
papers and textbooks devoted to the study of elastinelastic buckling of columns (see
for instance [4, 5]). But the link between impetfes sensitivity and the buckling
phenomenon of reinforced concrete columns was learlg highlighted in the authors’
point of view, at least not from simple physicaligsed model analysis. In this paper, we
will demonstrate with some simple softening, onmelisional models based on continuum
damage mechanics (CDM), that the buckling of raitéd concrete columns is associated
with a limit load, which decreases with the impetien considered. The problem handled
in this study is not so different from the elastmrablem of a softening column, as already
investigated numerically by Brojan et al [6] (sdsoareferences quoted in [6]). Global
unstable softening post-buckling paths can be adtfor these nonlinear elastic problems,
which in turn lead to the specific imperfection siéimity phenomenon.
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2. Buckling and post-buckling equations

A continuous softening CDM column of lengthis studied.lt has a bending-curvature
constitutive law expressed by Eq. (1)

M = Elk(1- D) with k =6 (1)
whereM is the bending moment, is the curvatured is the rotation of the cross section,

and D is the cross sectional damage variable. We fingestigate the local problem
associated with the loading functibexpressed with local variables as

K 1
f(K:D)=¥‘2D for D<Dy =2 2
Y

wherexy is a material parameter associated with the maxirmoment capacity of the
cross section, anDy is the damage value at this section capacity. Alairmodel, at the
beam scale like here, has been studied in [7]ifoe-Oependent stability of beams (see also
[8, 9] at the material scale, or [10], for the apgtions of similar models). The irreversible
damage constitutive law, including the loading-aaimg conditions, can be written as

D20, f(k,D)<0, Df(x,D)=0 (3)

By applying the principle of virtual work for theo<alled geometrically exact
configuration, and assuming the softening columbe inextensible, we get

J' OL [E1(1-D)g'dg - Psin638]ds — Pe, cosd(L)ab(L) = 0 )

whereg, (considered as an imperfection) is the eccenyrigitthe applied axial loa& at
the end of the column. Integration by part of gggiation gives the differential equation

[EI@-D)g [ +Psing=0 5)
and the following natural and essential boundandd®mns:
[EI(1-D)eo8] s - Peycost(L)ob(L) = 0 6)

The dimensionless parameters below is introduceddovenience in the following:
(7)

3. Numerical analysis
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The computation of the non-linear boundary valugbfam is based on a finite difference
code that implements the three-stage Lobatto ditméla. Results are presented in Fig. 1,

P pe= 4
2D
&'=0

2

Vg T g s Lo =iy
€, =0.001

14
0.5

0 T T T T

0 0.01 0.02 0.03 0.04 0.05 0.06

Figure 1. Unloading behavior of the local softening colunfierathe critical poin & =&y = 0.1; Wood’s
paradox found in the post-buckling range

where @ is the rotation at the end of the column. Forltual damage law considered in
Eq. (2), there is a phenomenon known as Wood's doargelastic unloading). The
softening zone along the column can be shown tessegily vanish, which in turn leads to
the zero dissipation phenomenon [11, 12, 13]. Du¢his, the curvature of no column
section will be located on the softening brancihef moment-curvature relationship. Thus,
after the material instability point=xy, is reached at the maximum moment section, elastic
unloading behaviour will result along all of thelwmn. Fig. 1 shows the hysteresis loop
linked to the loading-unloading phases. Wood's gaxais now solved with a nonlocal
CDM model for this post-buckling and post-failum@blem, as indicated in Fig. 2.

K=Ky

local i non-local
; damage law | damage la
051 :

0 0.01 0.02 0.03 0.04 0.05 @

Figure 2. Propagation of the damage propagation in the mahkoftening column after the critical point
K" =Ky Ky =01; ey = 0001 | =01

The nonlocal damage loading function was chosenstmain-driven format (see also [14]):
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; 1 _n
f(K,D)=y—2D for D2DBy=5  with «-12x =« (8
Y

lc is an added internal length, specific to the ncalalamage model(|; =|C/L); and K
is the nonlocal curvature variable, defined frormgen’s differential equation [e.g., 15].

4, Conclusions

Including some nonlocality may cover the propagaihenomenon of localization in a
post-buckling and post-failure structural problerBome complementary stability studies
could be envisaged in the future, especially reggrchultiple bifurcated solutions [16].
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Abstract. A transparent fiber-reinforced polymer composite is being developed as the
interlayer in a composite-glass laminate system to provide the cost-effective protection
against blast loading. To evaluate and improve the system performance for the blast
resistance, model-based simulation is being conducted to investigate the effects of key
material and loading parameters on the wave patterns in the composite-glass laminate
structure, and to estimate its failure response to different explosive environments based on
available experimental data. To predict and simulate the rate-dependent transition from
microcracking to macrocracking, discontinuous bifurcation analysis has been performed to
formulate a decohesion model for the composite interlayer, and the material model with its
solver has been implemented into the coupled computational fluid dynamics and solid
dynamics code with the Material Point Method. The preliminary results and the comparison
with the available experimental data are presented to illustrate the proposed procedure.

1. Introduction

Critical civil infrastructures such as airports or defense establishments and transport
vehicles are vulnerable to manually delivered small explosive devices. Such structures are
increasingly using composite materials, which include laminated composites also. An
integrated analytical, experimental and computational effort is being made to develop a
transparent glass fiber reinforced plastic composite laminated with glass sheets to fabricate
a blast-resistant structural composite system for protection against manually transportable
explosives. The use of transparent composite interlayer is helpful in visualizing the failure
patterns in real time and in post-mortem. The new layered panel consists of heat-
strengthened glass plies laminated with a novel damage-resistant and transparent composite
as the interlayer. The candidate transparent composite interlayer consists of glass fiber
reinforcement in an engineered polymer matrix. The interlayer is laminated with the glass
sheets using an adhesive.

Traditionally blast-resistant glazing designs have been commonly based on laminated glass

[1]. As can be seen from the open literature, however, there is no information available on
the blast-resistant response of a reinforced composite-glass layered system. Especially,
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there is a lack of understanding about the effect of mechanical impedances in different
layers on the formation and evolution of failure in the system, although the impedance
effect must be considered when designing composite structures that have to withstand blast
loads [2]. To establish a quantitative design tool for evaluating the effects of system
parameters on the blast resistance, therefore, model-based simulation is performed here to
investigate the effects of key material and loading parameters on the wave patterns in the
composite laminate system, and to estimate its failure response to different explosive
environments based on available experimental data.

To perform coupled computational fluid dynamics (CFD) and computational solid
dynamics (CSD) simulation of the responses involving multi-material phases in a single
computational domain, a robust spatial discretization procedure is a necessity. The Material
Point Method (MPM) [3 and 4; among others], which is an extension to solid dynamics
problems from a hydrodynamics code, is used in this investigation. The motivation for
developing the MPM was to simulate the problems such as impact/contact, penetration and
perforation with history-dependent internal state variables. The essential idea is to take
advantage of both the Eulerian and Lagrangian methods while avoiding the shortcomings of
each. Hence, different material phases can be discretized in space with the MPM to
simulate the failure evolution in the composite-glass laminate subject to blast loading.

2. Effects of Key Parameters

Due to the duration of the blast loads, the formation and evolution of failure across different
layers in a composite structure depend on both wave and bending effects. Shock-induced
microcracking results in macrocracking and final collapse of the structure under subsequent
dynamic pressure (bending effects). The mechanical impedance plays an important role in
inducing tensile failure of the interfacial bonding at a given interface under a compressive
load of short duration. Since the impedance ratio could be adjusted via the amount of glass
fibers reinforcement and since the wave patterns could also be controlled with the change in
layer thickness for a given duration of impulse, the effects of selected parameters on the
elastic wave patterns are investigated in a uniaxial strain configuration subject to incident
impulses of triangular shape with a given peak and different durations. Based on the
relation among the incident, reflected and transmitted stress waves in the composite glass
consisting of 5 layers (glass, adhesive, composite interlayer, adhesive and glass), the major
findings from the parametric study are summarized as follows:

1. The effect of representative thickness of the first adhesive layer on the maximum stress
(compressive or tensile) in the rear glass layer (not facing blast wave) is small, and a
similar effect could be observed for the second adhesive layer.

2. The effect of representative thickness of the composite interlayer on the maximum
stress in the rear glass layer is larger than that of the adhesive layer, with an optimized
value depending on the geometry and wave impedance.

3. The effect of incident impulse duration on the maximum stress in the rear glass layer
changes with the duration. With the increase of duration, the wave effect decreases
while the bending mode becomes dominant.

4. The increase of Young’s modulus in the composite interlayer results in an increase in
the maximum stress of the rear glass layer, but this effect diminishes with the further
increase of Young’s modulus. The effect of Young’s modulus in either or both
adhesive layers is similar to that in the composite interlayer.
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3. Evaluation of the failure response

Much work has been done by the research community to understand and model the rate-
dependent behaviors of individual candidate material components used in the composite-
glass laminate [5-8, among others]. However, only quasi-static and low velocity impact
experimental data are available for characterizing the constitutive responses of the material
components being used in fabricating the transparent composite-glass laminate system [9-
11]. Especially, there is a lack of understanding on the formation and evolution of
debonding and cracking across different material layers. Hence, an attempt is made here to
qualitatively model and evaluate the failure response of the laminate to different explosive
environments based on available experimental data.

The essential feature of a complete failure evolution process is characterized by the
transition between discontinuities of different degrees, which is governed by the jump forms
of conservation laws [12]. Based on the discontinuous bifurcation analysis, it is known that
the transition from continuous to discontinuous failure modes is identified by the onset of
localization. There are certain kinds of applicability and limitation for different modeling
approaches, depending on the scale of the problem and the degrees of discontinuity
considered [13]. To better evaluate the blast resistance of various potential composite-glass
laminates, a continuous modeling approach is integrated here with a discontinuous one via
the discontinuous bifurcation analysis. As a result, the essential feature of the failure
evolution could be effectively simulated while the governing equations remain well-posed.
Based on the previous research [14-18], a combined rate-dependent tensile damage and
decohesion model is used to describe glass fragmentation under explosion, while a coupled
von Mises plasticity and decohesion model is applied to the simulation of the blast response
of the composite interlayer and adhesion layer, respectively. Discontinuous bifurcation
analysis is performed to identify the initiation and orientation of discontinuous failure.

Based on the parametric study, the normal stresses in the direction perpendicular to the
blast wave direction dominate the evolution of failure in the glass layers due to the bending
effect. For the purpose of simplicity, hence, a plane strain problem is considered here to
demonstrate the proposed model-based simulation procedure. A slice of the composite-
glass laminate with the total thickness of 10 mm and height of 431.8 mm is discretized via
the MPM with the top and bottom sides being fixed. The thickness of the two glass layers
and the composite interlayer is 3.2 mm, respectively, while the thickness of the two
adhesion layers is 0.2 mm each. The blast wave is assumed to be applied uniformly on the
left side glass layer, with the origin of the x-y coordinates being located at the lower-left
corner of the panel section. The MPM discretization consists of square cells with each side
being 0.2 mm long. Initially, one material point per cell is used to discretize each material
layer so that there is one material point along the thickness direction of each adhesion layer.
With the evolution of localization and decohesion, the number of material points per cell
would change but the cell size remains fixed. An explicit time integrator is adopted for the
MPM code. A series of simulations corresponding to the field experiments for different
amounts of TNT at different standoff distances have been performed to calibrate the model-
based simulation procedure. It appears from the comparison between experimental data and
numerical results that the proposed procedure could qualitatively evaluate the evolution of
damage in the composite-glass laminate. Governing equations, solution procedure and
simulation results will be presented in the conference.
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4. Concluding remarks

A parametric study has been performed to understand the effects of key model and loading
parameters on the composite structural response to blast loading. Based on the parametric
study and available experimental data, model-based simulations have been conducted to
estimate the failure response to different explosive environments, in combination with field
experiments. It appears from the preliminary investigation that the proposed model-based
simulation procedure could qualitatively describe the experimental observation, and be used
to better design the composite system.
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Abstract. Steel structures, especially if they are exposed to the demanding loading or
environmental conditions, need to be monitored concerning the actual in-service properties.
For reliable monitoring it is important to know the initial properties in order to diagnose
possible degradation with time. The target result of the presented research is to develop and
apply the procedure for the degradation identification. The obtained results would serve as
input for the model analysis that enables estimation of the structure condition and to support
decision on the maintenance activities.

In the experimental part of the presented research the model of the steel bridge was made to
analyze the anomalous structural behavior and to optimize the selection of the appropriate
monitoring methods. Various static and dynamic loads have been utilized on the model, with
intentionally inserted steel structure failures (e.g. cracked bar, loosened screw joint). The
structural responses are very well suited for the wavelet transforms and related wavelet
analysis. This paper presents the procedure to correlate results of the wavelet analysis with
the inflicted failures within the structure.

1. Introduction

Reliable and safe behavior of the structures is desire of the end user. Material ageing,
environmental affects, damages, etc, are affecting the durability, reliability and safety of
structures. Structural integrity monitoring (SIM) is a necessity to know and foresee the
condition of the structure [1]. The system degradation affects the time-frequency
characteristics of the system’s response. [2].

It would be useful to determine the possible location of the structural damage with the
method which evaluates structure in general and if possible with the excitation which is
already present at the object under observation, i.e. truck moving over the bridge, wind
acting on the tower or building, [2].

Analysis of the response could be presented in the time and/or frequency domain. Analysis

in the frequency domain has some shortcuts since the time of certain event occurrence is
not known. To overcome this deficiency the wavelet transform can be used in order to
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provide information in the time and frequency domain. To analyze the suitability of the
classical FFT approach and of the wavelet analysis to characterize dynamical behavior of
the structure with some induced damages in the elements, we performed analysis on the
model of the steel space truss bridge. Firstly the responses were calculated and then
compared to the experimental values.

2. Numerical analysis of the problem

We were applying the analysis on the real 3D bridge model, which is presented on Fig. 1
[4]. Structure is space truss, assembled by two longitudinal truss frames of the 3600 mm in
length, divided on 8 sectors of the 450 mm in length. Height of the frames is 440 mm, and
width is 360 mm. Upper compression loaded and lower tensile loaded elements are made of
cold formed elements HOP U30/30/2 mm, verticals are made of HOP U 30/20/2 mm, and
diagonals are assembled from two HOP U15/30/2 mm and from two HOP L20/20/2 mm
(Figs. 2 and 3). Upper compression loaded elements are connected by the HOP U 50/25/3
mm and centrically connection is made of round bars @ 6 mm. Lower tensile loaded
elements are in the location of the supports connected with the HOP U 30/20/2 mm. For the
numerical modeling the quality of the material S235 with the modulus of elasticity E = 210
GPa was used.

Rear frame

Front frame

Figure 1: a) Laboratory bridge model b) 3D FE bridge model.

In the model the rigid connection are assumed since the joins are made with the rigid bolted
connections. In the model the sliding moment free supports were used.
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Figure 2: Elements of the front frame.
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Figure 3: Elements of the rear frame.

Dynamic analysis, i.e. eigenfrequencies and modes of vibrations were calculated for the
loading case presented on Fig.1 (57N on all joints at the bottom of the front and rear frame).

The analysis of the dynamic behavior of a structure was performed for cases where some of
the diagonal elements in the structure were eliminated. Since diagonals are assembled of
two L elements one was removed, i.e. rigidity of the diagonal was reduced to one half.
Location of removed elements and calculated first natural frequencies for individual cases
are presented in table 1.

Table 1: 1¥ natural frequencies for different “damage” cases

Case Removed element 1* eigenfrequency [Hz]
0 none 43,27
I B69 43,01
1 B69 + B70 42,74
11 B71 43,12
v B71 +B72 42,96
\Y B71 + B72 + B69 42,71
VI B69 + B70 + B71 + B72 42,45
X1V B69+B70+B50+B57+B71+B72+B51+B58 41,71

Even in the case when more than half diagonals have reduced stiffness to one half, the
frequency is not changed significantly. From this numerical analysis we can conclude that
conclusions on the possible structural damage based on the measurements of the global
structure first natural frequency could be misleading. Even if the change of the cycle time
would be determined, it would not be necessary the consequence of the rigidity change but
could be caused by the temperature change.

3. Experimental analysis

On the model of the bridge measurements were performed for the case 0 (no-loose) and |
(loose) from the table 1. Accelerometer was positioned on the middle of the bridge in
vertical direction. The sampling rate was 5 kHZ and loading was induced with the sudden
release of the 100N from the middle of the bridge model. Response is for both cases
presented on Fig. 4. The 1% natural frequencies determined by the FFT are 41,7 and 41,2 Hz
for the case 0 and | respectively.



92 Cvelbar et al.

= = g{no loose)

— g (loose)

] 0.1 02 0.3 04 0.5 0.6
tls]

Figure 4: Measured response of the bridge model.

Since the conclusion based on the time domain and FFT analysis is the same as conclusion
based on numerical analysis we performed the wavelet analysis. We applied Daubechies 3
kernels [4] and significant differences can be observed on the wavelet coefficient as
presented for the third level coefficients on Fig. 5.
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0.05 0.05
= =
= 0,00 = 0,00
0,05 0,05
0,10 -0.10
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0 0.2 04 0.6 0 02 0.4 0.6

tis] t s
Figure 5: Wavelet coefficient on third level.

5. Conclusion

On the space truss bridge model comparison of the un-damaged and damaged bridge
response to the sudden load was performed. With the analysis in the time domain and with
the FFT we can conclude that conclusions on the possible structural damage based on the
measurements of the global structure first natural frequency could be misleading. Wavelet
analysis enables to distinguish the differences in the responses.
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Abstract. The tensile properties and reciprocating sliding wear behavior in a Ringer’s
solution of Ti-6Al-4V alloy with fully lamellar, equiaxed and martensitic microstructures
were examined with particular emphasis on identifying the damage mechanisms during
frictional sliding. It was found that martensitic microstructure has a lowest elastic modulus,
although its yield and ultimate tensile strength are similar to that of the equiaxed
microstructure, exhibiting the highest values of all tensile properties. However, surface
damage extent attributed to the predominant wear mechanism is strongly dependent on the
microstructural features. The adhesive wear contributing to severe delamination is dominant
in the lamellar microstructure with lowest tensile strength, while the martensitic
microstructure is especially susceptible to oxidative wear and produces considerable amount
of hard oxide debris that can score the surface. The extent of the surface damage is smallest
for equiaxed microstructure in which the wear mechanism is mainly abrasive. This indicates
that the martensitic microstructure attains a best combination of mechanical properties,
while the equiaxed microstructure has superior frictional performance under investigated
conditions.

1. Introduction

The Ti-6Al-4V alloy is presently most often used for biomedical applications because of its
well balanced mechanical properties, corrosion resistance and biocompatibility [1,2].
However, relatively high elastic modulus, high friction coefficient and low wear resistance
of this a+p titanium alloy might cause further bone degradation and orthopedic implant
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failure due to the surface damage resulting in premature nucleation and subsequent
propagation of fatigue cracks [2]. Therefore, it is important to reduce elastic modulus and
improve tribological properties of this implant material.

The alloy properties, including mechanical and wear properties, can be controlled by alloy
microstructure. The microstructure of titanium alloys is sensitive on both thermomechanical
processing and heat treatment, so it is possible to obtain a suitable microstructure for
optimal mechanical and tribological performance. In this study, the various microstructures
developed under different heat treatments of the Ti-6Al-4V alloy were correlated with its
tensile properties and reciprocating sliding wear behavior in simulated physiological
solution. The friction coefficients were estimated for different applied load/sliding speed
combinations and worn surfaces were observed to identify the damage mechanisms.

2. Material and experimental procedure

The Ti-6Al-4V ELI (Extra Low Interstitial) alloy bars (diameter of 38 mm) supplied by
Krupp VDM GmbH, Germany, were used as the initial material. Three different
microstructures were obtained by holding at 1000 °C (above the g transus) and 750 °C
(below the g transus) for 1h under the protective argon atmosphere, followed by water
quenching (WQ) and/or furnace cooling (FC). Tensile tests were performed in an
INSTRON 1255 servo-hydraulic MTS (Micro Tensile Specimen) machine in order to
determine elastic modulus, E, yield strength (0.2 % proof stress), g, ultimate tensile
strength, oy1s, and elongation to fracture, A, at room temperature. The tribological behavior
was evaluated under linear-reciprocating sliding conditions using a ball-on-flat type CSM
Nanotribometer in Ringer’s solution at room temperature. The tests were done against 1.5
mm diameter alumina ball at different normal loads (100, 500 and 1000 mN) and sliding
speeds (4 and 12 mm/s). All tests were conducted using a 0.5 mm stroke length for -10*
cycles. After the tests, the worn surfaces were characterized using a scanning electron
microscope (SEM).

3. Results and discussion

The heat treatment conditions and resulting microstructural morphology along with tensile
properties are given in Table 1. It can be seen that the microstructure and mechanical
properties of Ti-6Al-4V ELI alloy vary considerably with solution treatment (ST)
temperature and cooling rate.

Table 1. Heat treatment conditions for studied alloy along with its microstructure and
tensile properties.

Heat . E 002 OuUTS A
treatment Microstructure (GPa) (MPa) (MPa) (%)
1000 °C/1h + WQ Martensitic 120.2 1002 1101 3.1
1000 °C/1h + FC Fully lamellar 124.8 737 773 5.4
750 °C/1h + FC Equiaxed 136.0 1063 1119 15.1

When the alloy is subjected to water cooling from S phase field, the microstructure consists
of almost complete acicular a' martensite identified in previous study [3]. In the FC
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condition, alloy exhibits a two-phase (a+8) microstructure. The slow furnace cooling from
J phase field leads to a fully lamellar microstructure comprising colonies of alternating
laths of o and g phase. After furnace cooling from (a+f) phase field, microstructure
consists of the equiaxed primary o phase and intergranular § phase.

Among the three microstructures, the equiaxed microstructure has the highest values of all
tensile properties. Compared to it, the martensitic microstructure shows similar yield and
ultimate tensile strength. However, its elastic modulus and elongation values are much
lower than those of the equiaxed microstructure. Moreover, the martensitic microstructure
has the smallest modulus of elasticity and elongation among all three investigated
microstructures. Its elastic modulus is comparable with that of the fully lamellar
microstructure, having the lowest values of the yield and ultimate tensile strength with
moderate elongation. Although the E value of martensitic microstructure is much higher
than that of human bones (= 30 GPa), it is about 5 GPa and 16 GPa lower than those of
lamellar and equiaxed microstructure, respectively, demonstrating that the Ti-6Al-4V ELI
alloy rapidly cooled from £ phase field has better biocompatibility.

On the other hand, the equiaxed microstructure exhibits the best frictional behavior.
Although the coefficient of friction (COF) for all microstructural morphologies decreases
with applied load increase or sliding speed decrease, the Ti-6Al-4V ELI alloy furnace
cooled from (a+p) phase field shows the lowest COF values (0.10-0.57) irrespective of
load and speed. The lamellar microstructure provides comparable COF values (0.12-0.71),
whereas the COF of martensitic microstructure varies from 0.13 to 1.79. The highest values
(0.42-1.79) correspond to the lowest load (100 mN). At higher sliding speed, the difference
in COF is much higher. The COF of equiaxed and lamellar microstructures is very close to
0.60, while of martensitic microstructure increases to 1.79. At 500 mN, the COF values for
both sliding speeds are significantly lower (0.12-0.27) and remain more or less the same
(0.10-0.19) as load further increases. This behavior strongly implies that wear mechanisms
for the investigated microstructures are different.

The morphology of worn surfaces is shown in Fig. 1. The wear of the martensic
microstructure is controlled by an oxidative mechanism. Its worn surface is characterized
by the presence of cracking and plastically deformed grooves with considerable amount of
hard oxide debris trapped within and around the contact region (Figs. 1a and d). With the
increase in either load or speed, the intensity of the oxidative wear decreases. The wear
mechanism is essentially abrasion, but the extent of plastic deformation is much smaller.
Intense delamination in some regions suggests that adhesive wear also contributes to the
total wear. The wear of lamellar microstructure occurs predominantly by adhesion (Fig.
1b). Severe delamination can be easily detected on the worn surfaces. The wear tracks are
rough with large grooves where material has been removed and some patches of transfer
layer. At the lower load and speed, the presence of oxide debris is not observed. As the load
or speed is increased, the occurrence of delamination is more prominent (Fig. 1e). The worn
surface reveals the cracks in craters and fine debris accumulated at the edges of the wear
track. The major damage mechanism in case of the equiaxed microstructure is abrasion.
The wear track is surrounded by an accumulation of oxide debris scoring the surface (Fig.
1c), but the severity of the abrasion is much lesser as compared to the martensitic
microstructure. As the load and speed are increased, the contribution of delamination
increases while the amount of debris tends to be reduced (Fig. 1f).
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Figure 1. SEM micrographs of Ti-6Al-4V ELI worn surfaces tested at 100 mN and 4 mm/s
(a-d) or 12 mm/s (e, f).

4, Conclusions

The mechanical properties, tribological behavior in Ringer’s solution and resulting damage
extent of Ti-6Al-4V ELI alloy are strongly dependent on the microstructural morphology.
The fully martensitic microstructure possesses the best tensile strength/elastic modulus
combination and biocompatibility among the investigated microstructures. However, the
equiaxed and fully lamellar microstructures show the better frictional properties and smaller
surface damage extent, particularly at low applied load and sliding speed. Under the present
experimental conditions, the best frictional performance is obtained for the equiaxed
microstructure. The observed behavior can be explained by different damage mechanisms.

Acknowledgement. This work was financially supported by the Ministry of Education and
Science of the Republic of Serbia through the Project No. 174004.

References

[1] Geetha, M., Singh, A.K., Asokamani, P. and Gogia, A.K. (2009), Ti based biomaterials, the ultimate choice
for orthopaedic implants - A review, Progress in Materials Science, 54, pp. 397-425.

[2] Long, M. and Rack, H.J. (1998), Titanium alloys in total joint replacement - a materials science perspective,
Biomaterials, 19, pp. 1621-1639.

[3] Cvijovi¢-Alagi¢, 1., Cvijovi¢, Z., Mitrovié, S., Pani¢, V. and Rakin, M. (2011), Wear and corrosion behaviour
of Ti-13Nb-13Zr and Ti-6Al-4V alloys in simulated physiological solution, Corrosion Science, 53, pp.
796-808.




The First International Conference on Damage Mechanics, ICDM 1, Belgrade, June 25-27, 2012 97-100

TRANSITION FROM A GRADIENT DAMAGE MODEL TO A
COHESIVE ZONE MODEL WITHIN THE FRAMEWORK OF
QUASI-BRITTLE FAILURE

S. Cuvilliez", F. Feyelz, E. Lorentz!, S. Michel-Ponnelle*

!LaMSID — UMR EDF/CNRS/CEA 2832,

EDF R&D, 1 avenue du Général de Gaulle, 92141 Ola@edex, France

e-mail: sam.cuvilliez@edf.fr

20ONERA, BP72 — 29 avenue de la Division Leclerc,28hatillon Cedex, France

Abstract. The present work aims at studying the transitromfa non local damage model
to a cohesive zone model. An analytical one-dinweradi study is first carried out (on a bar
submitted to tensile loading) in order to ident@fget of cohesive laws that enable to switch
from a localized solution obtained with the contina gradient damage model to cohesive
crack opening. These interface laws are construstethat energetic equivalence between
both model remains ensured whatever the damagé lemehed when switching. The
strategy is then extended to the bi-dimensional (ardimensional) case of rectilinear (and
plane) crack propagation under mode | loading ¢, in a finite element framework.

1. Introduction

Continuum damage mechanics (CDM) [3] is nhow a comrmomputational framework
used by engineers to describe fracture of quattiebninaterials, especially in structural
analysis for civil engineering, with materials suaf concrete. Strain-softening damage
constitutive laws are known to lead to pathologit&sh sensitivity that can be overcome
by means of regularization techniques such as ocal formulations. In the present work
we focus on a gradient damage model [5] (in whiehdradient of damage is considered as
an additional state variable). Finite element (BBEalysis performed with such non local
damage models provide satisfactory results, butstéirbe improved in several ways, in
particular at the late stage of damage growth whaterial separation is supposed to occur.
The aim of this work is then to develop a stratémpt enables to switch before complete
damage from a continuous to a discrete failure mdae combining a gradient damage
model and a cohesive zone model [1] (CZM) in thees&E framework.

2. Gradient damage model

The gradient damage model proposed in [5] is heieflyp recalled. The material state is
defined by the strain tensar and a scalar damage variallle and the stress — strain
relation is brittle elastic, where the damage pesgively weakens the initial stiffness:

6= A(d)E:¢. 1)
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The stress is denotesl, E is Hooke’s tensor, an@< A(d) <1 is the stiffness function. In

particular,d =0 corresponds to the sound material ahé 1 corresponds to the ultimate
damage stateA(0) =1, A(l) = 0. The damage driving force derives from the elastiergy
which reads:

Y=—%A{(a)s:E:s. (2)

In order to control the localisation of strain ag@mage, the damage Laplaciaid is
introduced into the yield functiori :

f(v.0%d) = Y+ @ d- k )

where k >0 is a yield threshold, and >0 a parameter which governs the intensity of the
non local term. The Kuhn — Tucker consistency ciomdlitakes its usual form;

f<0:;d=0;df=C (4)

3. One-dimensional analytical study

In this section we consider a brittle one-dimenaldrar of length R, submitted to a tensile
displacement at its both extremities +tL, and we focus on the inhomogeneous
symmetrical solution where damage localizes atémdre of the bar (see Fig. 1).

x=-L x=0 x=L
rrrrrrrrrrrrrrrrrr
czm =[]
:(_? x=h
x=-L ,\'I:IO x=L

@ (b)
Figure 1. (a) equivalence between non local CDM and CZM,ghjtching from CDM to CZM

A closed-form solution proposed in [4] is availafide the gradient damage model when the
width of the localization bandb2(see Fig. 1 again) is an increasing function &f lited
parameter. This condition is satisfied with thddaling expression of stiffness function:

1-d
1+pd

A(d)=( j ; y=28. (5)
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3.1. Identification of an equivalent cohesive law

Starting from this closed-form solution, we firsamt to identify an equivalent cohesive law
in the sense that it provides the same stress pladament global response as the one
obtained by means of the gradient damage modéhalcase (see Fig. 1a), we consider the
same bar with a linear elastic material behavind a potential displacement discontinuity
(punctual cohesive interface) located on its ceffiterresponding to the center of the
localization band of the damageable bar). Let us 6&"™ and US“M the prescribed
displacements at the abscissa= L respectively for the non local and the cohesive
approaches:
EQU
__'[ .y _o _g L 6)

A(d( %)’ 2 E

whered " denotes the displacement jumpxat 0. The load level is then parameterised by

the homogeneous stregs which decreases from its elastic yield valggto 0. By
enforcing the equality betwe¢if®™ andU““™ at eacho , one can extract the expression of

the displacement jum@2"(o) of the equivalent cohesive law:

20 dx
D i UCDM :UcZM JEQU -7 b 7
7 = 0 s U AA(%) j @

with b the half width of the localization band.

3.2. Switching from damage growth to cohesive cogEning

From now on we only consider the damageable barrevimaterial degradation is
described through the gradient damage model intitdp damage value at the center of the
localization band reaches an arbitrary criticalugadenotedd,,. (corresponding to the
instant t,). At this stage, we switch from a continuous todigcontinuous failure
representation by inserting a cohesive interfadaeatenter of the localization band. When
the cohesive interface is activated, the bar besomlastic while maintaining the
inhomogeneous stiffness distribution related to*dnitical” damage fieldd, (x).

In order to preserve the energetic equivalence thighstand-alone gradient damage model,
the same strategy than in Eq. (7) is applied. TdtationU;“"" is preserved to denote the
prescribed displacement for the non local appraatctimet, while U3 designates the
prescribed displacement at tinte> t,, once the transition has been triggered (where
exponent SWI refers to “switch”). These two quantities read:

D, UICDM :_tL 8

t e ®

0t > tcr' UtSWI _ JtSWI :ﬂ i dx (9)
2 E3Ad (X)

After some calculation, the expression of the “shiitdisplacement jump reads:
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b
Ot >t,, szl(q):JEou((Z)—z—?[Iﬁ‘%J (10)

with by the half width of the localization band when shitg. Eq. (10) indicates that the

equivalent cohesive lawf?“(0) is a master curve from which one can compute any
cohesive lawd*"(0) allowing to switch from CDM to CZM at an arbityacritical damage
value d;, =d_(0). Moreover, the corrective term in Eq. (10) is meér function of the

stress.

4. Extension to 2D/3D crack propagation in a FE framework

Under restrictive hypothesis such as straight (ang) crack propagation under mode |
loading conditions, the preliminary one-dimensioreults related to the tensile bar can be
extended as in [2] to a bi-dimensional (or tri-dmsi®nal) FE context. This extension has
been implemented in the case of postulated cratfispallowing thus to take into account
the cohesive interface into the discretisatiorti{atcenter of the expected localization band)
prior to the FE computation. At the beginning of tkomputation, the interface is
maintained in perfect adherence, and cohesive elsmage gradually activated at the end
of each converged time step as damage reachedi@alcrialue at the center of the
localization band. The mode | decohesion law oheaativated cohesive integration point
is then calculated according to Eq. (10). FE comijoihs have beenonducted with
Code_Astef6], an open source FE software.
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Abstract. This paper addresses progressive fatigue damage accumulation in copper
metallizations and solder interconnects in electronic systems due to thermal and mechanical
cyclic loading. A simple nonlinear continuum damage mechanics approach is presented, to
capture the finite time for damage growth and propagation before final failure. The method
uses either energy-based or strain based damage metrics to model incremental damage
growth, and can be easily implemented within the context of conventional finite element
analyses. Two examples are presented. The first example consists of fatigue failures in
copper traces of leadless quad flatpack (QFN) components due to mechanical cycling of
circuit card assemblies. The mechanical cycling can be due to quasi-static flexure or due to
vibration or repeated shock/drop. The failure site is usually in the copper traces, at the outer
edge of solder interconnects. The second example consists of fatigue failures in solder joints
of chip-scale ball grid array (BGA) components due to cyclic thermomechanical stresses
caused by temperature cycling.

1. Introduction

This paper addresses cyclic fatigue failures in electronic systems due to quasi-static
mechanical or temperature cycling. The time required for progressive fatigue damage
accumulation is important because of the opportunity it provides for early warning
prognostics before catastrophic failure. Hence it is important to have design tools that can
use simple methods to estimate the damage propagation period. This paper reports the use
of simple incremental continuum methods to model nonlinear fatigue damage propagation.

2. Approach

Consistent with classical continuum damage mechanics concepts, an isotropic scalar
state function D(x) is used to represent the state of accumulated damage at location x. The
cyclic evolution dD/dN, is a function of the loading history at location x. The loading
history is quantified in terms of either the cyclic range of von Mises’ strain Ag(x) or stress
Aa(x) or the density of cyclic inelastic work dissipation AW(x). The first example below
uses Ag(x) while the second example uses AW(x). The cumulative damage is then
determined by integrating dD/dN over the cyclic loading history at the failure site.

Cyclic fatigue in ductile materials causes localization of distributed damage at regions
of local stress concentration, and redistributes the stress distributions because of local
softening and consequent loss of load-carrying capability. In this paper we use finite
element analysis (FEA) to determine the history of the local stress and strain distributions
for estimating the monotonic damage evolution. In the finite element context, this is
captured through an incremental nonlinear analysis scheme where the material properties of
each element are updated as a function of the cumulative damage value in the element. The

101



102 Dasgupta

algorithm is applied in a piece-wise linear manner, to reduce the computational burden.
Each element “fails’ when stiffness—0, as D—1. As critical elements ‘die’, ultimately the
structure becomes mechanically unstable, leading to final failure.

3. Results:

We present 2 examples of this incremental damage propagation approach below, to
address cyclic fatigue failures in electronic products. The first example addresses copper
trace fatigue failures on printed wiring boards (PWBSs) that are subjected to mechanical
cycling. The second example deals with temperature cycling failure in the solder
interconnect of surface mount area-array electronic assemblies. The fatigue process is
dominated by cyclic plastic deformations in the first example and by cyclic creep
deformations in the second.

3.1. Example 1: PWB Copper Trace Fatigue under Quasi-static Cycling

Figure 1 shows a PWB with 12 surface mount components, subjected to 3-point,
cyclic, zero-to-max bending. The components and the PWB are daisy-chained so the
electrical continuity can be monitored in real time during the cyclic testing. The copper
pads containing the solder pads of this component experience large local stress
concentrations. Fatigue cracks initiate and propagate to final failure in the copper trace, at
the edge of the solder pad. Failure is defined by loss of electrical continuity. Data is
collected from different cyclic amplitudes and described by Weibull distributions.

Toad: 2 50mm

Tensile Loading, Column 243 Components

" 2.25mm deflection

e T 2.50mm deflection

™ Bending Moment

Inner Roller

Figure 1: 3-Point cyclic bend tests for copper trace fatigue failures

N-Cycies

In view of the symmetries of the setup, only one periodic strip of the PWB is modeled
with FEA, as shown in Figure 2. In view of the geometric complexity, a multi-scale
(global-local) modeling strategy is used to extract the strain and stress histories at the
failure site shown in Figure 1 (in the copper stress at the edge of the solder joint).

Figure 2: Multi-scale finite element model of test setup and local stress state at the
failure site in the copper trace
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To estimate the resulting dD/dN, we modify the generalized Coffin-Manson [1]
damage model here. This model expresses dD/dN in terms of the cyclic range of the von
Mises’ strain (Ag) when the loading is completely reversed. When there are non-zero
means stresses, the cyclic mean of the hydrostatic stress is also included in the damage
model, as shown below in Equation (1). There are 7 model constants (material properties)
in this model. Details can be found in Ref [2].

-, .
%E = E’ [1 — A4 +tanh (”“f’-‘]] (20;)" + e (20;)°

P
vy
distance from crack initiation edge (um)

Figure 3. Damage zone propagating through cross section of the copper trace.
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The damage propagation curve, using this incremental scheme is shown in Figure 3.
The damage zone stably grows through about 5/6 of the cross-section, as characterized by
the rising slope. At this point the remaining cross-section becomes unstable resulting in
catastrophic failure. This gives us an expression for final failure in terms of the model
constants in Egn (1). By equating this expression to final measured failure for a series of
fatigue tests, we are able to extract the best-fit model constants. The resulting fatigue S-N
curves and the fit quality are shown in Figure 4.

001
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mean stress family

1E+a L

I il

Nf predicted
=
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- Compressive
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Figure 4. Extracted fatigue curves for copper and quality of model fit to test data
3.2 Example 2: Solder joint fatigue in BGA assemblies under temperature cycling:

In this example, we consider the thermal cycling durability of ball grid array (BGA)
assemblies with 256 1/0O solder joints each. Since solder is a viscoplastic material, we
model it with a partitioned constitutive model so that the total von Mises’ strain is a sum of
the elastic, plastic and creep contributions. As shown in Eqgn (2), the plastic deformations
are modeled with a Ramberg-Osgood Power-law and the creep deformations are modeled
with the Garofalo secondary creep model. Model constants may be found in ref [4].

oc=Cpep"” djtsc = A(sinh(ao))™ exp(—%) )

The temperature cycles generate cyclic stress strain histories within each solder joint
because of the thermal expansion mismatches between the component and the PWB. The
damage evolution model in this example partitions the cyclic work density into its plastic
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and creep contributions, as shown in Egn (3) [3]. The energy densities are obtained from
FEA or similar analysis. Here the cyclic energy densities are: U, for elastic, W, for plastic
and W, for creep deformations. The model constants are material properties [4].

1N, =1/N, +1/N, +1/N,, =(%)1“’ s (Weayue , Weoyua ®)

C

W, W,

e

Plane of symmeliry
Figure 5. Quarter-symmetry FEA model of BGA256, and progressive damage evolution in
critical solder joint, under temperature cycling

The quarter-symmetry FEA model for the BGA is shown in Figure 5. The work
densities are monitored at the critical region of the critical joint (at outer corner of die foot-
print), and used to estimate the damage accumulation rate dD/dN per thermal cycle. The
successive damage propagation analysis then follows an incremental scheme, similar to that
described above in Example 1. Figure 5 also shows the results of this successive damage
propagation analysis and shows three snapshots during the evolution of the fatigue damage
zone (fatigue “crack™) through the top region of the critical solder ball from the beginning
until final failure of the joint. Details of this study can be found in the literature [4]

4. Summary and Conclusions

This study has presented two examples of the use of progressive damage modeling
concepts for computational estimates of cyclic fatigue damage in electronic assemblies.
The method uses simple concept in continuum damage mechanics and is implemented in a
computational framework since it involves incremental nonlinear analysis of complex
geometries in our examples. The results are most useful since they allow us to separately
model the initiation phase and propagation of cyclic fatigue damage in complex structures.
This type of propagation analysis can also provide valuable clues regarding the best
windows for detecting early-warning signatures of impending failure, for prognostic and
health management purposes.

Acknowledgement. The material in this paper comes from the Ph.D. dissertation research of
Drs. Leila Ladani and Daniel Farley. Support for this research was provided by the
sponsors of the CALCE consortium at the University of Maryland.
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Abstract. Thin films, coatings and multi-layered samples, which are made of different
materials, are used for various purposes, like for thermo insulating coatings that are applied
in thermal power plants turbines. The brittle coatings that operate in conditions of the
elevated temperatures and high heat exchange are prone to delamination. In layers made of
different materials, due to the environmental temperature change, appear thermal stresses as
a consequence of a difference in their thermal expansion coefficients.

In this paper are considered driving forces that are causing the interfacial fracture in the
two-layered bimaterial sample, when the external surfaces temperatures are different.
Analysis in this paper is limited to consideration that the two-layered bimaterial sample is
exposed to the stationary temperature field. In this case, the interfacial fracture driving force
is the energy release rate G. The variation of energy release rate with temperature load is
determined and it is noticed that it has a tendency to increase with increase of the
temperature difference. This relation can be used for predicting the maximal temperature
difference which the two-layered sample can withstand without delamination.

1. Introduction

In layers made of different materials, during the environmental temperature change, appear
thermal stresses, which are the result of difference in the thermal expansion coefficients [1-
3]. Those stresses are causing the appearance of an interfacial crack. When such a crack is
formed, the energy release rate, which is the driving force for the crack propagation,
depends on intensities of stresses in both layers. If one assumes that the layers were made
of the elastic isotropic materials, the stresses would depend on the elastic and thermal
characteristics of the layers' materials, as well as on the temperature variations, [4]. The
driving force of the interfacial fracture, in this case, is the energy release rate G.

2. Problem formulation

Let 2a be the length of a crack under plane strain conditions, which is located at a distance
H, from the upper surface and at a distance H, from the bottom surface of infinitely large
two-layer plate of thickness H=H;+H,, as shown in Figure 1.

The upper surface of the sample is exposed to a uniform temperature T, and the lower
surface to temperature T,. This means that the crack is opened. T, and Tg are the
temperatures at the upper and lower surface of crack. The two-layer sample has
homogeneous characteristics and it is orthotropic with respect to the (x, y, z) axes.

The idea of this analysis is to determine the boundaries for which the crack is long enough
that the temperature and stress distribution ahead of the crack tip depend only on z. By
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determining this dependence, one can calculate the energy release rate and stress intensity
factor by application of the linear elastic fracture mechanics concept to interfacial fracture.

o

Ta

#1

interface

T,

Figure 1. The two-layer sample with a crack under thermal loading.

In areas of the two-layer sample far ahead of the crack tip, the temperature distribution
within each layer is linear in z. The temperature jump across the crack is given by:

T, -T.
TA_TB :l—?: 1)
1

where: B; = Hh, /k,, h, is the conductivity across the interface and k, is thermal

conductivity of the body in the z direction. The dimensionless Biot number, B;, controls the
heat flow through crack surface. When B;=0, the crack is perfectly insulated so that T,=T;
and Tg=T,. When B; tends to infinity, the crack does not interrupt the heat flow.

Based on [5], the energy release rate for the problem shown in Figure 1 can be written as:

1+7° I
- M) ena-T,)P, @
21+B)“(A+n)
wheren=H,/H,, E=(E,-v2E,)/E,E, and & =a, +v a,. The mode mixity, that
measures the relative size of the Mode 11 with respect to Mode |, is:

3 . 2
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1 1
= 3 U= 2 3
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and y =arcsin(6Zn?(L+7)JUV) .

In order to eliminate the Biot's number, as an unknown from equation (2) the relationship is
used between the energy release rate, G, and the size of the crack opening, ¢. If the sample
is isotropic i.e. A=p=1, eliminating B; in (2) results in relation between the energy release
rate, G and the temperature loading, (T;-T,), as:

2
P =
L KHNA™ JZE | o n@er?)

= — 2
EH a(T,-T,) >, 4
4k,ncosy \ Ga 21+n)° (. -T2) )

where kg is the conductivity of the gas.
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3. Results and discussion

The energy release rate curves as functions of the crack distance from the upper sample
surface, based on equation (2), for different values of B; are shown in Figure 2. Diagrams
were obtained with the help of the programming package Mathematica®, and for the case of
an isotropic sample. Figure 3 shows results for the mode mixity that does not depend on the
Biot's number, for T;>T,.

G/(EH[a(T-T5) )
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Figure 2. Dependence of the energy release rate on the crack  Figure 3. Dependence of the mode mixity on the
distance from the upper sample surface for different values crack distance from the upper sample surface
different values of B;.

As shown in Figure 3, the crack tip is opened with a positive stress intensity factor for
Mode I, as long as the crack is above or in the middle of the sample. Crack tip is closed in
terms of pure Mode Il, when the crack is below the mid-thickness of the sample, i.e. when
H./H>0.5.

Figure 2 shows that the highest value of the energy release rate is for a crack located at
approximately one fifth of the sample thickness, i.e. for H;/H=0.211, what means that it is
the most likely that at this distance lies the crack, which causes the sample delamination.
Figure 4 shows the dependence of the energy release rate, G, on the temperature loading T;-
T, for Hi/H=0.211, and different values of B;.

As shown in Figure 4, an important role in heat flow through the crack plays the Biot's
number, B;. At temperatures below 1500K, the dominant mechanism of heat transfer
through the crack is due to gaseous transport. Approximate formula for B;, when the size of
the crack opening o, is larger than 0.lum, isB;=k,H/k,6, where kq is the gas

conductivity. From Figure 4, follows that for large values of the Biot's number, the energy
release rate G has a relatively lower value, which means that the crack opening is small. On
the other hand, when B; is small, the energy release rate will be large, as well as the crack
opening, i.e. crack is completely and totally isolated, and as such is suitable for
delamination of the sample if the temperature gradient is sufficiently large.

The relationship between the energy release rate and the temperature loading is shown in
Figure 5, for three different values of kq for an isotropic sample. The crack length 2a is
equal to the thickness of the sample H. A surprising feature of these curves is that when
once the threshold of (T,-T,) is reached, the energy release rate below it becomes zero,
while for a very small increase in (T,-T,), the energy release rate becomes large very
quickly.

In Figure 5 is shown that with increasing temperature on the crack the threshold of the
temperature difference also increases, while ky increases with temperature. If the threshold
exceeds the temperature difference, to which the sample is exposed, delamination of the
sample should not be expected. Heat flow through the crack can be significant and the
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assumption of a perfectly isolated crack would be wrong. Another loading, causing a
significant crack opening, would further reduce the heat transfer through the crack.
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Figure 5. Dependence of the energy release rate on
the temperature loading for different values of the
sample thickness.

Figure 4. Dependence of the energy release rate on the
temperature loading for different values of B;.

4. Conclusion

In this paper is presented the theoretical basis for determining the driving forces of interface
fracture in a two-layer bimaterial specimen under conditions when the temperatures of the
outer surface layers are different. The analysis in this paper is limited to the fact that the
two-layer bimaterial sample is exposed to a stationary temperature field. The driving force
of the interfacial fracture, in this case, is the energy release rate G. It is determined as a
function of the temperature loading. It was noticed that the energy release rate tends to
increase with increasing temperature difference. This relation can be used to predict the
maximum temperature differences the two-layer sample can sustain without delamination.
For future analysis remains the case when the two-layer bimaterial sample is subjected to
unsteady temperature field.
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ABSTRACT: The rapid development of computer technology,ciwhiarked the last two
decades has brought about real solutions to prabdemincreasingly demanding in terms of
numerical simulations. With proper application ofmerical methods is possible to reduce
the cost and time required to develope new or toitaothe integrity of existing products in
the real exploitation conditions. The basic depends between the geometric and physical
variables in the theory of thin plates, consisténfgan setting up links between the state of
stress and strain and external load, which is de=tiby differential equations, ordinary or
partial. In the case of complex and large conswocsystems exposed to arbitrary loads,
including complex boundary conditions, solving diffntial equations by analytic methods
is very difficult or impossible. Then the solutisequires using numerical methods, most
often, using finite element method (FEM). This papensiders the finite element modelling
to evaluate fracture behaviour of cracked thin-edlstructural components. To determine
stress intensity factors (SIF's) of cracked thinleda stiffened panels singular finite
elements are used. The effects of the stiffeneiSIBrs is considered.

1. Introduction

Structural components that form part of a strucane in most cases, of complex geome-
tric shapes. Examinations have shown that, in glagkere cross section decreases, the
stress increase. This phenomenon is called thesstencentration. The presence of cracks
in a material generally reduces the static stremftthe material because the stress and
strain are highly magnified at the crack tip [2hr®meters deduced from linear fracture

mechanics (LEFM) can be used to determine thesstned strain magnification at the crack

tip. These parameters, the stress intensity fa@t¥), incorporate applied stress levels,

geometry and crack size in a systematic mannernagng be evaluated from the elastic

stress analysis of cracked structures [3-6, 8].

A new concept, called the damage tolerance apprdsded on the principles of fracture
mechanics, is to assume the initial damages iwmritieal zones of the elements, which can
lead to structural failure during the planned lifie.this paper special attention is paid to
analysis of real structural elements with damagdsrim of initial cracks. For that purpose
cracked stiffened panel, represent aircraft wimgcstire, is considered using singular finite
elements.
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2. Determination of Stress | ntensity Factors Using Finite Elements

In this paper for the modelling the continuum ian@ condition of stress and strain, where
plates belong too, are used special singular 2efilements. Special singular 2D finite

elements are provided in the top of the crack, idargstrain. We get extremely accurate
results with relatively coarse finite element mastund the tip of cracks.

In order to represent point singularities, the giatral must be degenerated into a
triangle. This is done by coalescing grids 1,4 &ds can be done for standard 8-node
isoparametric elements and is schematically in Eifj. Barsoum[2] also showed that a
triangular quarter-point element, which is shownFig. 2.1, exhibits the™? singularity
both on the boundary of the element and the intehiothis work the 6-node, quarter-point
triangular element, which degenerated from 8-nodiedglateral element, is used around
crack tip.

7 &=1

1,48 =

X X
Figure 2.1 Quadrilateral isoparametric and colldmsearter point 2D finite element

The finite element, which approximates the dispiaeet field, must have nodes lying in
the xy plane with displacements having components in tinection of x andy axis.
Interpolation of geometty can be written in theofeing form,[1,2].

= S (e y=ih(&f7)ﬂa:or x:kirm (2.1)

whereh; is interpolation matrix or shape function andndy; are coordinates, respectively,
at the point in the element. Thus, the displacement field ofifzocan be defined by a
vector field,[1], in the following way:

u=YhENm V=Y hENT o y=dhU @)

Once a finite element solution has been obtairtes values of the stress intensity factor
(SIF) can be extracted from it. Three approachdhkeacalculation of SIF can be used: the
direct method, the indirect method and J-integrethd. In this study the indirect method
has been selected. In this method the values esssintensity factors are calculated using
the nodal displacements in the element around ctackThe displacements can be
expressed in terms of the nodal displacements &gBC, Fig. 2.2.

u(r) =u, +(-30, + 40, - ) E{F+(2DUA— 40y + 20y) 3
' ! 2.3)

(1) =i+ (300, 0= ) T+ (20 s 20) 1
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Whan I becomes small, the stress intensity factors cavbkeined by comparing the/F
in corresonding equations. Based on the resultispiacements obtained using the FEM,
one can determine the stress intensity factors

_ 202 B4, - v - 3Y) . _20/20r G {4, - u - 3Y) o 4
- ()l s (c+ 1)

_cl B Figure 2.2. Element nodes along crack surface
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The authors have performed a number of testingitkaracy of this singular finite element
analysis and with other available solutions.Obtadiaeremarkable accuracy of the finite
element and with a relatively coarse finite elenmaesh in the zone of damage.

3. Numerical results

To illustrate computation procedure for determimatihe parameters of fracture mechanics,
based on FEM, here is considered cracked stiffgnae| subject to tensile load, Fig. 3.1.
This panel is representative of aircraft wing ttpustures. Here is considered simplified
cracked wing skin panel between two stringers. &ffiects of these stringers on SIF's are
considered using singular finite elements.

2h =345 mm
TR 2b=155.7 mm
t=0.6 mm
2a=6.35 mm

0= 700.35 daN/ch

.
uzduznik 7
2h

uzduznik 8

T Fig. 3.1 A Cracked stiffened panel

Graphical illustrations of stress distributionsuofstiffened and stiffened panels using
singular finite elements are given in Fig. 3.2.sMffener in this analysis are used two L-
type profile as shown in Figure 3.1. The analysisied out using a special 6-node singular
finite elements, as described in paragraph 2 sfghper.

In Table 3.1 are given comparisons presented faei@ment and analytical results of SIF's
for the stiffened panel of wing skin, defined ig&ie 3.1.

Table 3.1: Comparisons finite element and analytic 88ults for cracked panel

- K ANAL KIFEM
i=15 | 2pfmnd | afoed ) [N/ mni?]

Panel of wing skin

717 Panel without
g = . .
155.7 3.175 229.9 206.2 strmger_s
N/ mn? 110.5 113.6 Panel with
stringers
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) ' b)
Fig. 3.2 Von Mises stresses distributions arativedcrack of un-stiffened panel (a) and stiffepadel (b)

The effects of the stiffeners on the stress intgnfsictors is evident, Table 3.1. Good
agreement between finite element with analytic timhs is obtained.

4 Conclusion

This paper presents the finite element formulatmevaluate fracture behavior of cracked
thin-walled structural components. Singular fingéeements are used for modeling of
cracked thin-walled structures Here is shown that finite elements can to solve very
complex thin-walled problems in fracture mechaniG®od agreement between present
computation SIF's using singular finite elementd analytic solution is obtained. Based
on the obtained data for singular displacemenhatcdrack tip, the stress intensity factor
with sufficient accuracy can be determined.
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Abstract. This contribution outlines a non-classical scatnsition framework, called
“Morphological Approach” (MA), specially designedrfmodelling non-linear behaviour of
highly-filled particulate composites as e.g. prégeHike materials. The advances
concerning finite strain behaviour of the sounderiat and the most recent developments
incorporating progressive microstructural damagerigrface debonding are emphasized.
Some numerical examples are set out. Damage ph&@oare being managed through a
discret numerical solving procedure for the globall local levels. The corresponding
procedure accounts for the sequence of damagesgventfor discrete damage evolution
relative to nucleation/closure/reopening... of ifeteial defects depending on a loading path
and on local morphology. The homogenized respossgiscussed with special attention
paid on the evolution of damage-induced anisotepy unilateral effects involved.

1. Introduction

The multi-scale “Morphological Approach” (MA) undepnsideration is a non-classical
scale transition methodology specially designed rfardelling non-linear behaviour of
highly-filled particulate composites. These materiancluding propellant-like and other
energetic composites present a complex behaviaupliog strong non-linearities as finite
strain viscoelasticity and interface debonding. Thdtiscale modelling challenges in this
context concern the high volume fraction of chardparticles) and their complex
interactions conveyed through the scanty matrixsph& 30% of total volume). These
interactions generate strong field heterogeneitphématrix (usually softer than the grains)
that influences strongly interfacial debonding d@sef&ven for the sound material, the local
field fluctuations impress much upon the global H#iorar response. The inability of
classical mean field approaches to capture comiplexaction effects before and during
deterioration process in energetic materials idicoed by several authors (see 44).
The internal viscoelastic interactions mentionedvab- delayed in time, expanding in
space — lead to the remarkable global consequearoedhthe “long range memory effect”,
described first by Suquf?]. A number of micromechanical studies dealingthwi
viscoelastic and/or elastic-viscoplastic heterogese materials were deficient in this
regard, carrying concentration equations expressingrely elastic intergranular
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interactions. This deficiency was first recognizgdthe beginning of the ninetig3] but
even recent contributions regarding solid propeliaaterials find it difficult to respect
long memory effects while acknowledging their imjaoice[4]. The MA approach,
developed throughout the past decade, is an alteznto the Eshelby inclusion-based
micromechanics methods for the energetic compoditepurpose is to provide reliable
thermomechanical data required by reactive modéis. work presented here focuses on
the modelling of damage consisting, under quasiesi@adings, in grain/matrix debonding
(dewetting). The specificity of the approach lietably in an explicit upstream geometrical
schematization of the real microstructure. Furtt@en a coupling between this
geometrical/morphological insight and a local kireics is postulated. These ingredients
are largely connected with the work by Christoféerfs] for sound, elastic, “bonded
granulates”. The label MA concerns the further tinear developments, including
damage, made by some of the present authors [&-8je following, some selected aspects
of the MA modelling are considered:

(i) Section 2 recalls briefly the theoretical baakgnd, detailed in [6,9], concerning direct
geometrical and kinematical schematization of therastructure for the sound and
damaged material and outlines basic steps of ta&ifation-homogenization problem. The
complementary analysis relevant to damage by até&f debonding is outlined. The
evolution of damage configuration on the local lemed its connection to global damage
parameters is sketched. This brief synthesis cosctre simplified context of isotropic,
linear, elastic constituents and linearized defaimnaframework. The long memory effect
in the context of viscoelastic interactions betwaenatrix and charge particles was studied
within the MA framework ir{6].

(ii) In Section 3, some results of numerical sintiolas for a specific global loading path
regarding an aggregate volume containing 400 gramusinvolving defect nucleation and
closure events on interfaces are shown and shoditgmented. A discrete numerical
solving procedure works on the global and locaklevThe procedure accounts for the
sequence of events, i.e. for discrete damage eonluiue to nucleation, possible
closure/reopening, etc. of defects, as dependingthen loading path and on local
morphology. The homogenized response is shown, spiditial attention paid on the global
stiffness recovery (unilateral effect connecteddéanage deactivation). The capability of
the MA to give access to the position and morphplofj defects is commented (it is
illustrated and discussed in oral presentation).

2. Microstructure schematization and local problem:sound vs. damaged material.

The initial random microstructure of a particulatamposite is represented by an aggregate
of polyhedral grains interconnected by thin matidyers. For each layen, a set of
morphological parameters is identified: thicknge®jected area, vector linking centroids
of the polyhedra separated by a layer, unit noneator to the interface grain/layer The
direct and explicit character of the schematizatetn stake is to be stressed as it
differentiates the MA from the Eshelby-based selfsistent-like estimates. Within the
schematized “representative volume”, kinematicauagptions are made regarding the
local displacement pattern. Here, for simplicityey are summarized within the linearized
deformation (small strain) context. While the graéntroids are displaced so as to conform
to global displacement gradient, the grains ar@p@s@d homogeneously deformed and the
corresponding displacement gradient assumed i@ériitic all grains. Each interconnecting
layer is subjected to its proper homogeneous defttom, some local disturbances near
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grain edges are being neglected. A specific casist relationship governs interactions
within the so defined aggregate according to Ghifistsen[5], see alsg6]. The interfacial
defects and relative displacement jumps have liemrporated by Nadot et 46] in a
compatible way with the kinematical framework abolMes shown that the displacement
discontinuity vectors across debonded interfaces recessarily affine functions of the
spatial coordinates. On a given facet of a graémeths either decohesion everywhere or no
decohesion. Moreover, there is a simultaneous @owdcohesion on both parallel
interfaces of adjacent grains. A particular sup@etary displacement gradient-like term
represents the specific contribution of two inteldhdefects located at the interfaces of the
debonded layes. considered. The compatibility between local mota®iined above and
the global motion, described by a given displacamgradient including now the
contribution of defects, is ensured through a gaimyd consistency relationship to be
satisfied by morphological parameters, e For a given number of open and/or closed
defects, a specific form of the generalized Hithtea — including the discontinuities — is
obtained. Employing the local constitutive laws fbe grains and the matrix and using
possibly some simplifying hypotheses, e.g. infirfitetion coefficient presumed tentatively
on closed defect lips, the solving procedure ferlthtal incremental problem is set off. A
complementary stage, depending on the local bebawb constituents, is required to
identify some of the damage-induced local quarstitiehanks to its explicit schematization
of the real microstructure, notably of the graintiixainterfaces, in addition to the
accessibility to an estimate of local fields, thé\ Mllows damage evolution at the local
scale (that of the constituents) to be treateds Timect, discrete modelling is put forward
considering the sequence of discrete interfaciabllalamage events. Two criteria are
formulated, see [9]. The first one concerns thdeaton of defects while the second one is
a closure criterion, thus allowing describing tivelation of damage configuration, i.e. the
respective proportion of open and closed defecta fgiven total number of defects.

3. Numerical illustration: tension / compression -like loading path

The composite studied is constituted of 400 polyaledrains embedded in a matrix
occupying 25 per cent of the total volume. The cosite is subjected first to tension and
then to compression. Fig. 1 presents the evolutibthe homogenized stress; with
macroscopic axial strai;;. The progressive nucleation of defects with normealy close

to 1 takes place between markers (2) and (4). The nsgpbecomes non linear with
progressive softening. The stage between (4) apaddBesponds to the unloading. The
slope of the homogenized axial response is diffdrem that of the loading confirming the
degradation of the axial modulus. At point (5),tal defects close simultaneously leading
to the instantaneous recovery of axial stiffnddss result illustrates the ability of the MA
to deal with unilateral effects. Between (5) and, e homogenized response to the
compressive loading is linear with a slope equatht® initial one. When pursuing the
compression (67), defects normal to the transverse directionpeogressively nucleated.

4. Concluding remarks

A scale transition method devoted to highly-fillgmhrticulate composites has been
presented. It is particularly suitable for highigraoncentration and allows an estimate of
local fields to be made in addition to that of timmogenized response. In particular, the



116 Dragon et al.

estimated strain field in the matrix is not onlyflienced by global, but also, by local
morphology and interfacial defects. Such heteroiggne the matrix, governed by local
morphology, is taken into account in the homogehizehaviour estimate. This feature is
not captured by more classical homogenization tgcies. The numerical simulation of a
specific loading path (tension-compression) illatgs the non-linear response, followed by
a softening phase, as well as the defect activatilmactivation phenomenon.
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Figure 1. Loading path and homogenizéd versusE;; for simulated “tension” - “compression”.
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Abstract. A new strategy using remeshing techniques is proposed to model crack initiation
and propagation for ductile media. The crack path is represented by an auxiliary mesh with a
straight front which is completely independent of the volumetric mesh. The discontinuity is
oriented depending on the continuous damage distribution by means of the sign of the
projected gradient of the smoothed damage field. A mesh intersection algorithm is then used
to insert the crack surface in the volumetric mesh and computation is resumed after the
transfer of the fields from the old mesh to the new mesh. A numerical application is
presented on a double notched specimen.

1. Introduction

The failure process of metals can be divided into two main phases. The first stage involves
the nucleation and growth of voids in localized areas. For this stage, a continuous model is
usually used to describe the failure of the underlying microstructure in an average sense by
means of a damage variable. This continuous description is acceptable up to the onset of
fracture. At this point, voids coalesce to form macroscopic cracks, and a continuous model
cannot properly describe the kinematics associated to a crack opening. A discontinuous
description has to be introduced to model crack propagation. In the last decades, several
attempts have been made to propose a unified framework for the realistic description of the
ductile failure process with a continuous-discontinuous approach.

In this paper, a novel methodology is presented which allows to model ductile damage
evolution followed by crack initiation and propagation. After a brief description of the tools
used to properly described damage evolution up to the onset of fracture in Section 2, a new
strategy using remeshing techniques is proposed for crack initiation and propagation in
Section 3.

2. Simulation up to the onset of fracture
First, damage evolution is properly described with a continuous model up to the onset of

fracture. However, solving finite element problems involving elasto-plasticity coupled with
damage softening faces two major difficulties: mesh dependence and volumetric locking.

117



118 Feld-Payet et al.

The four-field mixed formulation proposed in [1] is used in order to solve simultaneously
both problems within the small strain framework (with a quadratic interpolation for the
displacements and a linear interpolation for the pressure, the volume change and the
nonlocal variable).

Then, accuracy is improved and computational costs are minimized thanks to a mesh
adaptivity procedure based on an error indicator using a recovery technique [2], described
in [3]. The strategy combines a direct transfer of the smoothed fields at the old Gauss points
to the new ones with a viscous model, so that computation can continue on the adapted
mesh after reducing the time step.

This strategy has been applied in [3] on a double notched specimen proposed in [4] with an
elasto-visco-plastic behavior featuring damage based on the constitutive behavior proposed
in [5]. In two dimensions, the specimen is remeshed twice, for relatively small values of
damage (see Fig.1).

0 Wy 0.12
Figure 1. The different adapted meshes (top) and the corresponding damage
patterns (bottom) - computation on 2D double notched specimen described in [2].

3. Crack insertion and propagation approach

A new strategy using remeshing techniques is proposed for crack initiation and
propagation. The crack path is represented by an auxiliary mesh.

old front -
‘ ex'

~ average
direction

crack surface

new front
panel

Figure 2. Left: a panel is associated to each segment of the old front; center: an average direction is computed for
each node of the front; right: auxiliary mesh updated.
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This auxiliary mesh is always built increment by increment based on a previously
determined front, called the old front. The first step consists in dividing the old front into
segments and to associate to each segment a rectangular panel. All the panels have the same
prescribed length, which corresponds to the maximal increment length allowed by the user.
At this point, an orientation criterion is used to select the rotation angle of each panel so as
to place them in the maximum damage direction ahead of the old crack front (Fig. 2, left).
A privileged tool to find the maximum of a continuous function being the study of its
gradient, a new orientation criterion based on the change of sign of the scalar product of the
damage gradient field and the orthoradial vector is proposed (Fig. 3).

< NN
Figure 3. Representation of some damage gradient vectors and of the
orthoradial vector.

Once the orientation of each panel has been set, the positions of the nodes on the new front
are determined by averaging the rotation angles of the adjacent panels sharing the
corresponding node on the old front (Fig. 2, center). The length of the crack increment
being prescribed, the new front is thus completely defined.

A triangular surfacic mesh is then used to built the new crack increment between the old
front and the new front. A mesh intersection algorithm [6] is used to obtain a new cracked
mesh.

The question of energy conservation before and after the crack increment insertion is a
difficult matter. In order to prevent a too important energy difference, the crack increments
are inserted only when the corresponding area is almost completely damaged and has lost
almost all its carrying capacity.

After inserting this crack in the volumetric mesh, the same strategy will be used to build the
next crack increment from the new front, which then becomes an old front (Fig. 2, right).
The same orientation criterion can be used to determine the initial crack front too.

The crack initiation and propagation strategy is evaluated on a 3D double notched
specimen, with the same behavior as Section 2. After being adapted to represent plane
crack surfaces only, the proposed strategy allows to insert two cracks and simulate their
propagation, as illustrated in Fig. 4. The resulting crack surfaces are consistent with damage
(which is here proportional to the effective plastic strain) distribution. However, these
results are only preliminary and future work should focus on providing more robustness to
the methodology in 3D.
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N
W

=% 7

Figure 4. Left: effective plastic strain distribution before the last remeshing with a magnification
factor of 2 ; top right corner: auxiliary mesh representing the final crack surface: right bottom
corner: final mesh before divergence.

4. Conclusion

This paper has introduced a new crack insertion and propagation strategy using h-adaptive
remeshing. The proposed strategy allowed to obtained very encouraging results in the case
of a plane crack surface.

Future work will focus on the illustration of the strategy for more complex three-
dimensional cases. Besides, ductile failure with intense localization often comes with large
strains, so it would also be interesting to adapt this methodology to the large strains setting.
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Abstract. The “self-healing” is relative new term in material science which means self-
recovery of the initial properties of the material after destructive actions of external
environment. That is an urgent demand for industrial applications which initiates
development of an active healing mechanism for the polymer coatings and adhesives. The
continuum modeling uses Finite Element Method (FEM) with different diffusivity and
fluxes. Randomizely distributions of nanocontainers with different percentage of inhibitors
were analysed. The initial results for finite element method show how much percentage of
the inhibitors in the nanocontainers are necessary to protect the metal surface which is
treated with these healing agents. We also fit with a simplex optimization method diffusion
coefficient and diameter of nanocontainers with experimental measurements of the
corrosion.

1. Introduction

Corrosion degradation of materials and structures is one of important issues that lead to
depreciation of investment goods. There are active and passive approaches for corrosion
protection. The passive corrosion protection is achieved by deposition of a barrier layer
preventing contact of the material with the corrosive environment. The active corrosion
protection decreases the corrosion rate when the main barrier is damaged [1].

Small size defects can appear on a material surface. Such defects have a substantial effect
on the mechanical properties of material. To protect this material failure the coating
systems are employed on a wide range of engineering structures, from cars to aircrafts,
from chemical factories to household equipment. The “self-healing” or “inhibition” are a
relatively new terms in material science which means a self-recovery of initial properties of
the material after destructive actions of external environment. It is an urgent demand for
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industrial applications to initiate development of an active healing mechanism for polymer
coatings and adhesives [2].

One of the first examples of self-healing materials was microcapsule [3]. Some authors
recently investigated self-healing system with computer simulation [4]. Verberg et al [5]
used hybrid approach with coupled lattice Boltzman model (LBM) and the lattice spring
model (LSM) to simulate the motion of microcapsules driven by an imposed flow to move
on a substrate with an adhesive coating. The microcapsules consist of an elastic shell and
enclose a solution of nanoparticles which can diffuse from the interior of the capsule into
the host fluid.

In this study we presented FEM for self-healing materials. We begin by describing the
details of the nanocontainers healing concept and FEM methodology. We then discuss
about fitting of the parameters for varying the nanocontainers fillings, diffusivity parameter.
These findings provide guidelines for formulating nanocomposite coatings that effectively
heal the surfaces through the self-assembly of the particles into the defects.

2. Methods

The initial process of nanocontainer breaking starts at a random position where a crack
occurred. The nanocontainer membrane is approximated by one layer of particles and
particles inside the nanocontainers represent healing agents — inhibitors. We consider that
nanocontainers are fixed in the coating layer (pretreatment or primer layer) as can be seen
in Fig. 1.

Pretreatment

Metallic
substrate

Figure 1. Model with nanocontainers in primer layer.

Nanocontainers release the “self — healing” agent particles which are filling the space inside
a crack in order to bond it and to protect crack from further propagation. The continuum
model used the process of convective-diffusion for inhibitors binding to the substrate
surface.
The mass transport process for inhibition system of coating is governed by convection-
diffusion equation,
oc oc dc  ac o°c oc o)
—+tV,—+V, —+V, —=D| S +——S5+— |+q 1)
ot OX oy oz ox® oy° oz
where ¢ denotes the concentration of inhibitors; v, ,v, and v, are the velocity components

in the coordinate system x,y,z; and D is the diffusion coefficient, assumed to be constant, of
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the transported material; and " is flux of the binding process for inhibitors which adhere
on the substrate surface. Similar concept is using for calculation of the volume of inhibitors
which are possible to diffuse on the scratch surface. Diffusivity coefficient and wall binding
flux are the fitting parameters in FEM model. The drawback of continuum approach is that
particle-particle interaction cannot be modeled but benefit is that a large substrate area is
possible to be modeled.

3. Results

The continuum model consists of mesh size of 30x30,000 = 900,000 3D finite elements
where inhibitors are randomly prescribed as the influx boundary conditions. The scratch
dimension is 0.1x100 mm, the primer layer is 4000 nm, nanocontainer diameter is 400 nm.
The percentage of inhibitor inside nanocontainers is 20% and the percentage of
nanocontainers in the primer or pre-treatment layers is 10%. The convection velocity is
assumed to be zero due to dominant diffusion process. The binding flux was prescribed to
be unit which depends on mechanical property of scratch, with no water inclusion on the
surface. Distribution of inhibitors on the scratch surface for time = 6h is presented in Fig. 2.

The inhibitors fluxes are randomly distributed along the plate, which cause higher coverage
near these plate sides.

Figure 2. Distribution of inhibitors on the scratch surface for t=6h. The width of the scratch is 0.1mm and the
length is 100mm.
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Figure 3. Comparison of experimental and computer simulation results.
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The goal is to determine diffusion coefficient and diameter of nanocontainers so that
computer simulations match experiments. We used a simplex optimization method
developed by Nelder and Mead [7] to reach the best fit. This is nonlinear procedure which
involves only function evaluations (no derivatives).The best fit minimizes the sum of
squared residuals, a residual being the difference between an experimental value of the
creepage distance and the creepage distance provided by a simulation. We have four
different experimental creepages defined with 1200 points all together, thus we have 1200
residuals. The sum of squared residuals is calculated as:

2

where is the creepage distance for i-th point calculated by simulation and s target
(experimental) creepage distance for i-th point. We achieved minimum error (SE=3082)
with diffusion coefficient value 0.32 [m%s] and diameter of nanocontainers 0.092 [nm].
From the Fig. 3 we see that experimental results (blue color) and results obtained by
simulations (red color) are very similar. The reason why error looks high is because high
error occurs at points where experiment gave very large creepage distance (for example,
third experiment at height around 15mm creepage distance is around 10mm), but from the
histogram we can see that most of the point for both, computer simulation and experiment,
have creepage distance around 2 mm.

4. Conclusions

In this study FE modeling methods is used in order to simulate self-healing systems with
nanocontainers and inhibitors. It has been shown that it was sufficient to have 20%
inhibitors in the primer layer with 10% of nanocontainers to completely protect the
damaged material. Time for the scratch surface coverage is model parameter which can be
fitted by employing real experimental data. The fitting of the diffusion coefficient and
diameter of nanocontainers with a simplex optimization method and comparison with
experimental measurements of the corrosion was implemented.

Progress in this field can greatly facilitate fabrication of the next generation of adaptive
materials which can self-heal themselves before any catastrophic failure can occur.
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Abstract. The hip damage resulting from a fall or traumaome of the most common
broken-bone injuries for elderly people. The mdmallenge in promoting the use of a hip
protector is the designing and fabrication of thsteeffective, comfortable and personalized
hip protector, for which the model-based simulatidrthe hip structural response to impact
loading with a hip protector is necessary. In tiigerdisciplinary team project, a
computational model for the human hip structurejctviconsists of both bones and soft
tissues, is being developed to predict and simuthte damage evolution within the
framework of the Material Point Method, based aa @T scan images. The impact-induced
damage evolution in the hip will then be investigghby considering different boundary
conditions and loading scenarios. As a result,ousrikinds of hip protectors could be
considered to evaluate their effectiveness in reduthe impact damage to hip bones.

1. Introduction

Falls are common in older people and can resuffeifious injuries, even premature
death. It is estimated that one of every threetadige 65 and older falls each year [1,2]. In
2009, over 2 millions of fall injuries among oldmitults were treated in the US [3].

Hip fracture is one of serious fall-related injie older people. It is reported that
complications following a hip fracture are a mafactor for fall deaths and the death rate
for hip fracture patients within a year of the iyjus 20% [4,5]. Hip fracture takes a large
amount of medicare service, e.g., surgery, hospitadn, nursing and rehabilitation, and
has become a public health problem. As the worldufadion is aging, the number of hip
fracture might continuously increase.

More than 90% of hip fractures result from fall$. [Bowever, there are many factors
for falls, for example, vision defects, heart paghk, poor environments, etc. Due to these
multifactorial causes, wearing a hip protector @ppeto be an effective choice for hip
fracture prevention. Currently, existing hip prdtes are unpopular with older people for
the uncomfortable wearing experience. As a reshéire exists an urgent demand for
designing personalized hip protectors made ofreaterials, for which the impact response
of human hip structure must be understood.
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In this work, a computational model for the humap $tructure consisting of both
bones and soft tissues has been established wfihiriramework of the Material Point
Method (MPM), based on the CT scan images. The détripduced structural responses of
the hip with and without hip protector are simuthtey considering different boundary
conditions and protector materials, to examine gutor’'s effectiveness in reducing the
impact damage to hip bones.

2. Hip model and ssimulation procedure

The MPM is an extension to solid mechanics problehs hydrodynamics code
called FLIP [7]. In the MPM, the material is distized by a set of material points, each of
which carries the material properties and is trddkeoughout the deformation history. One
Eulerian background mesh is constructed to solgestiuations of motion, and the internal
state variables carried by material points are tgutlby the interpolation of the solutions at
the mesh nodes. With the deformation history reedrdt material points for the given
history-dependent constitutive equations, the MBMble to handle engineering problems
with discontinuity, large deformation and multiplaaterials, such as impact/contact,
penetration and perforation, and fluid-structutteriactions [8].

The MPM model for human hip could be establisheadnyverting the pixel points in
the CT scan images into the MPM points. The bomelpiare identified in the following
method: (1) pixels with a gray value (range of GR6f less than 200 are cropped, and (2)
extraneous pixels in each image are manually rethovike soft flesh pixels are generated
in the same way, except for the gray value rang25e185. Finally, a program is made to
convert the pixel data to material point data wiith specified space resolution. It should be
noted that the bone structure is assumed homogsneithwout further identifying cortical
bone, cancellous bone and marrow and such striicafraement will be conducted in the
future work. Figure 1 shows the MPM model of hunfap structure employed in the
following simulations, which is generated basedtloe CT scan images of a middle-age
male. In the model, there are 352,796 materialtpamtotal, with 135,053 bone points and
217,743 soft tissue points.

Figure 1. MPM model for human hip structure (bone and tigsniats marked by cyan and white, respectively).

3. Results

Figure 2(a) presents the schematic diagram of ewsigs fall of human hip again a
rigid wall. To study the effect of the hip protectm the hip response, a 2-cm thick soft pad
placed between the hip and the wall is also consilen the simulations, as illustrated in
Fig. 2(b). Throughout all simulations, the saofstie and the protector pad are linear elastic,
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while the associated von-Mises elasto-plastic mad#i strain hardening and softening
(see Figure 3) is assumed for the hip bone [9]. Ytieng's modulus for soft tissue is 85.5
kPa, and Poisson’s ratios for soft tissue and pada95 and 0.38, respectively [10]. The
velocity of the hipy, is set as 2 m/s and the rate effect on the nahiesponse is neglected.
The MPM grid is constructed of cubic elements wiib side length being 0.02 m, and a
time step of 1x18's is employed.

Figure 4(a) shows the snapshot of damaged bonéspgiasticity points in red color)
at 50 ms without soft pad. The damage at the feraurbe clearly seen in the figure, in
addition to the pelvis damage. Figures 4(b)-4(¢edghe hip damage snapshots at 50 ms
with including pads 0£=85.5 kPa, 855 kPa and 8 GPa, respectively. lvideat that the
use of soft pad could substantially reduce thehbupe damage by comparing Figs. 4(a)-
4(d). Moreover, less damage in pelvis and femugeigerated as the pad becomes softer.
Meanwhile, it is also found from Figs. 4(b)-4(dattihe femur is least damaged for the pad
of E=855 kPa. These simulation results indicate thét material is able to cushion the
impact loading and the femur damage reduction is monotonically increasing with
decreasing pad stiffness.

Rigid Wall Rigid Wall

(b)

y

Pad (2 cm thick)
Figure 2. Schematic diagrams of a sideways fall of humaraligin a rigid wall
a

g

115.55MPa

85.55MPa

E,=6.0GPa

E~5.78GPa
E=17.11GPa

£ £
0.005 0.005 0.03 b

Figure 3. Elasto-plastic model for bone points

Figure 4. Snapshots for hip bone damage at 50 ms: (a)fhpaw, and soft pads &= (b) 85.5 kPa, (c) 855 kPa
and (d) 8 GPa (damaged bone points marked by red).
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4. Conclusions

An MPM model of human hip with soft tissue and bdvas been built based on the
CT scan images. The model-based simulations ofifhstructural response in a sideways
fall have been conducted. It is shown that a sgftgrotector could reduce the impact-
induced hip bone damage, and that the softer ttigtpa less the bone damage could occur.
However, the least femur damage is found for theb gfdE=855 kPa, instead of the softest
pad. It suggests that there exists an optimalnst#f§ of soft pad for hip fracture
minimization. The present MPM-based modeling presidome preliminary results of the
human hip structural damage due to impact loadimghe future, a refined MPM model
will be developed based on CT and MRI images, amtoved constitutive models for both
bone and tissue will be employed in the simulatidhss also proposed that the effect of
different hip protector scenarios on hip damageicédn be investigated, in combination
with experiments.
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Abstract. In this work the strain energy density theory is used to study the problem of slow
stable growth of an inclined crack in a plate subjected to uniaxial tension. The stable crack
growth process is simulated by predicting a series of crack growth steps corresponding to a
piecewise load increase when the material elements in the direction of crack extension
absorb a critical amount of elastic strain energy density. Crack instability takes place when
the last increment of crack growth takes a critical value which is a material constant.

1. Introduction

The strain energy density theory has been used to address the problem of rapid unstable
crack growth under mixed-mode conditions in a host of engineering problems [1, 2]. The
theory was further extended to study the problem of stable crack propagation leading to
crack arrest or instability [3, 4]. The conditions of crack initiation and growth have been
studied for a variety of crack problems [1]. In such cases, failure always initiates from the
crack tips due to the high stress concentration at these points. The directions of crack
propagation and maximum yielding are automatically determined by the stationary values
of dw/dV along a circumference of a circle centered at the crack tip. Failure by crack
growth or yielding takes place when the minimum or maximum values of dW/dV become
equal to their respective critical values which are material constants.

2. Strain energy density theory

The strain energy density theory focuses attention in a continuum element in the vicinity of
the point of failure initiation. For the case of bodies with cracks the point of failure
initiation is the crack tip. The theory is based on the strain energy density function, dW/dV,
which can be determined from the stress and strain fields as follows:

dw
W = Jaijdgij' (8]

where ojjand g;; are the stress and strain components.
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A material element fails by yielding or fracture when it absorbs a critical amount of strain
energy density. This amount for the case of yielding is equal to the area of the true stress —
true strain diagram of the material up to the point of yielding, [(dW/dV)max]c While for the
case of fracture it is equal to the area of this diagram up to the point of fracture,
[([dW/dV)pmin]le. For materials with a relatively brittle behavior [(dW/dV)min]. and
[(dW/dV)max]. are approximately the same, i.e., the onset of yielding and fracture are close
to one another. Materials with more ductile behavior, however, are different in that
[(dW/dV)minlc is always greater than [(dW/dV)nadc due to the manifestation that yielding
always proceeds fracture.

It is common experience that excessive change in shape can be associated with yielding,
while excessive change in volume can be associated with fracture. In a non-uniform strain
energy density filed the former corresponds to the site of dW/dV maximum or, (dW/dV)max,
and the latter to dW/dV minimum or, (dW/dV)ni,. Based on these physical arguments, the
hypotheses of the strain energy density theory may be stated as follows [1-3]:

(a) Yielding and fracture are assumed to initiate at locations of maximum and
minimum of the strain energy density function [(dW/dV)n.], and
[(dW/dV)min), respectively, along the circumference of a circle centered at the
point of failure initiation.

(b) Yielding and fracture are assumed to occur when [(dW/dV)nad: and
[(dW/dV)min]) reach their respective critical values.

The above conditions apply to the initiation of yielding and fracture of a material element
located at a distance rq from the site of possible failure. The value rq of the radius of a circle
called the core region reflects a basic material property in the microstructural level and is
considered to be a material constant.

Since material damage once initiated is a rate process, additional assumptions are required
to describe the conditions that govern this damage process by yielding and fracture.
Without loss in generality, the relation

() ss_ s s o
R

can be written in general with S being the strain energy density factor and r a linear
distance. Depending on the loading condition, material damage can increase, decrease, or a
combination of the two. The following conditions may thus be stated:
(@) The amount of incremental growth ry, rp, ....7j,...,7¢ by yielding or fracture is
assumed to increase or decrease monotonically, i.e.
r<ry..<r<.<r @)
or

=>r..>r>.>r (4)

in accordance with



Material Damage Studied by the Strain Energy Density Theory 131

(dW/AV) max OF (AW/AV) in= S1/r1 = Solra = =Sifrj= Selrcor Selrp  (5)

whereby r = r. corresponds to the onset of unstable damage and r = r, to damage arrest.
(b) Incremental damage of material may follow relation (3) for part of the loading
and relation (4) for another or some combination before reaching S/r. or S/rg

3. Stable growth of a central crack

The problem of slow stable growth of an inclined crack in a plate subjected to a uniaxial
tension is studied (Fig. 1). The crack growth process is simulated by predicting a series of
crack growth steps corresponding to a piecewise loading increase when material elements
along the direction of crack extension absorb a critical amount of strain energy density.
Crack instability takes place when the last ligament of crack extension takes a critical value
which is a material constant.

Crack initiation starts when (dW/dV)n, takes its critical value (dW/dV).. By expressing
dW/dV in terms of the applied load, the critical load for crack initiation is determined.

S R S I I G R T T W P
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Fig. 1 Aninclined crack in a plate subjected to uniaxial tension

In order to obtain numerical results consider a crack of length 2a, = 2 cm in an infinite
plate subjected to a remote uniaxial stress ¢ subtending an angle g to the crack axis. The
material of the plate is a steel with the following properties: E = 207 GPa, v =0.3, (dW/dV),
=184 MJ/m?, S, = 13.5 kN/m. The value of r. is calculated as r, = S/(dW/dV), = 7.33 x 10°
% cm, while ro = 3.05 x 10 cm is used in the subsequent numerical work.

Numerical results were obtained for various values of the crack angle £. Crack initiation
takes place when the minimum value of strain energy density along a circle of radius r
centered at the crack tip becomes equal to the critical strain energy density, (dW/dV).. Fig.
2(a) presents the variation of the critical stress o; for crack initiation for various values of
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the crack angle 4. Note that o; decreases with 3 and takes its minimum value when the crack
is perpendicular to the applied stress.

Crack initiation is followed by stable crack growth until global instability is reached. In
order to study the process of stable crack growth the applied stress is increased by constant
increments 4o and the corresponding crack increments are obtained. This process is
continued until the last crack increment r becomes equal to the critical size r. which
corresponds to global instability. Thus the critical stress at instability, o, is obtained.

Fig. 2(b) presents the variation of the stress o, versus the initial crack angle S for 4o equal
to 3.447 and 13.790 MPa. Higher stress increments correspond to higher loading rates. It is
observed that o, decreases as the stress increment increases. This trend agrees with
exgerimental observation for specimens with cracks perpendicular to the applied stress (8 =
90%).
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Fig. 2 Critical stress at crack initiation, ;, (a) and global instability, o, (b) for two different
loading step increments
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Abstract. This paper develops a new method to evaluate the cumulative damage of reinforced concrete (RC)
framed structures under seismic sequences. Two families of regular and vertically irregular frames are examined.
The first family has been designed for seismic and vertical loads according to European codes while the second
one for vertical loads only, to study structures which have been constructed before the introduction of adequate
seismic design code provisions. The whole gamut of frames is subjected to five real and forty artificial seismic
sequences. Comprehensive analysis of the created response databank is employed in order to derive significant
conclusions. It is found that the cumulative damage due to multiplicity of earthquakes is important and can be
accurately estimated using appropriate combinations of the corresponding damage due to single ground motions.

1. Introduction

Modern seismic codes adopt exclusively the isolated and rare “design earthquake' while the
influence of repeated earthquake phenomena is ignored. Recently, Hatzigeorgiou and
Beskos [1] and Hatzigeorgiou [2-3] examined the influence of multiple earthquakes in
numerous SDOF systems and found that seismic sequences lead to cumulative structural
damage. However, these works are concerned with SDOF systems.

This paper presents an extensive parametric study on the inelastic response of eight
reinforced concrete planar frames under five real seismic sequences which are recorded by
the same station, in the same direction and in a short period of time, up to three days. In
such cases, there is a significant damage accumulation as a result of multiplicity of
earthquakes, and due to lack of time, any rehabilitation action is impractical. Furthermore,
these RC frames are also subjected to forty artificial seismic sequences. More specifically,
two families of regular and vertically irregular (with setbacks) frames are examined. The
first family of frames has been designed for seismic and vertical loads according to
European codes while the second one for vertical loads only, to study structures which have
been constructed before the introduction of adequate seismic design code provisions. The
time-history responses of these concrete frames are evaluated by means of the structural
analysis software Ruaumoko. Comprehensive analysis of the created response databank is
employed in order to derive significant conclusions.
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2. Description of structures

Four structures (Family A) are considered to represent low-rise (three-storey) and medium-
rise (eight-storey) RC buildings for study. They consist of four typical beam—column RC
frame buildings without shear walls, located in a high-seismicity region of Europe
considering both gravity and seismic loads where a design / peak ground acceleration
(PGA) of 0.2g and soil class B according to EC8 are assumed. Most of the existing
reinforced concrete buildings were designed according to early seismic provisions or,
sometimes, without applying any seismic provision. In order to examine such buildings
designed for gravity only, another family of structures (Family B) is also considered.
Families A and B have the same geometry and loads but they have different reinforcement.
The dead loads (excluding self-weight) and live loads are equal to 20 kN/m and 10 KN/m,
respectively, and they are directly applied on the beams. All floors are assumed to be rigid
in plan to account for the diaphragm action of concrete slabs. Material properties are
assumed to be 20 MPa for the concrete compressive strength and 500 MPa for the yield
strength of both longitudinal and transverse reinforcements. Both the examined 3- and 8-
storey buildings have 3 equal bays with total length equal to 15 m. Typical floor-to-floor
height is equal to 3.0 m, while for the first floor of the 8-storey buildings the height is equal
to 4.0 m. The characteristic interior frames of Family-A structures are shown in Fig. 1.

B3040

§
§
§
&
300m,
§
&
£
§
0
$
§
§
&

soom . 500 w_S0Om __ soom

Figure 1 Con"crete démage.model.

3. Seismic input
3.1 Real seismic sequences

The first strong ground motion database that has been used here consists of five real seismic
sequences, which have been recorded during a short period of time (up to three days), by
the same station, in the same direction, and almost at the same fault distance. These seismic
sequences are namely: Mammoth Lakes (May 1980), Chalfant Valley (July 1986), Coalinga
(July 1983), Imperial Valley (October 1979) and Whittier Narrows (October 1987)
earthquakes. The complete list of these earthquakes has been downloaded from the strong
motion database of the Pacific Earthquake Engineering Research (PEER) Center. These
records are compatible with the soil class B, and therefore compatible with the design
process as mentioned in the previous section. Between two consecutive seismic events, a
time gap equal to 100 sec cease the moving of any structure due to damping.
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3.2 Artificial seismic sequences

The second strong ground motion database that has been used here consists of forty
artificial seismic sequences. More specifically, 10 artificial accelerograms are considered to
generate 20 synthetic sequences of two events and 20 synthetic sequences of three events.

4, Results

The inelastic behaviour of the examined RC framed structures, which are subjected to the
aforesaid five real and forty artificial seismic sequences, is investigated in this section. The
Park-Ang model [4] is the best known and most widely used damage index (DI), which is
defined as a combination of maximum deformation and hysteretic energy:

S, Yii
DI =21 4 dE
Su  OuPy J o @)

where &, is the maximum deformation of the element, &, is the ultimate deformation, gis a
model constant parameter (usually, 4=0.05~0.20) to control strength deterioration, [dE; is
the hysteretic energy absorbed by the element during the earthquake, and Py is the yield
strength of the element. This damage model can also be extended to the storey and overall
scales (global damage index), by summation of damage indices using appropriate
multiplication weights. Figure 2a depicts the local DI for the base joint of the left base
column of Frame A2, for the Mammoth Lakes seismic sequence. Furthermore, Fig. 2b
shows the global DI, for the whole Frame B2, under the Whittier Narrows earthquakes. It is
evident that seismic sequences lead to increased damage, both in local and global level.
However, the majority of the existing investigations examine these parameters only for the
‘idealized’ case of isolated earthquakes.
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Figure 2. a) Local and b) global cumulative damage due to seismic sequences.

The global damage can be related to global displacement ductility factor, 4, which can be
defined in terms of the maximum displacement u. at the top floor and the corresponding
yield displacement uy, as

_ Umax

» @)
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In order to estimate the cumulative ductility for a sequence of strong ground motions, this
work proposes the following simple and rational relation

n 13 %.3
Hseq =1+ Z<Ni -1 €))
i=1
where the cumulative ductility, z4eq, for a sequence of strong ground motions consists of n-
seismic events, results from the corresponding ductility demands, g4, for each one of them.
Furthermore, ( ) symbolizes the Macauley brackets used here in order to eliminate the
influence of weak ground motions, i.e., those for z<1. Figure 3 illustrates the relation
between the “exact” cumulative ductility demands and those of the model of Eq.(3). It is
clear that the proposed combination of ductility demands of single events is in good

agreement with the results obtained from the dynamic inelastic analyses considering
directly the sequential ground motions.
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Figure 3. Estimation of cumulative ductility for a) real and b) artificial seismic sequences.

5. Conclusions

This paper examines the inelastic behaviour of planar RC frames under sequential strong
ground motions. It is found that the seismic damage for multiple earthquakes is higher than
that for single ground motions. Furthermore, a simple and effective empirical expression,
which combines the ductility demands of single ground motions, can be used to estimate
cumulative ductility demands due to sequential ground motions.
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FE-ANALYSIS OF DAMAGE IN STEEL STRUCTURES UNDER
DYNAMIC LOADING

Sven Heinrich!, Ursula Kowalsky', Jana Meyer', and Dieter Dinkler'

Abstract. High dynamic excitation of steel structures leads to inelastic material behavior
responsible for the dissipation of energy. In addition, the steel suffers from material damage
caused by inelastic deformations and cyclic loading. This softening of the material is referred
to as ultra low cycle fatigue and influences the stiffness of a structure and its response to
dynamic excitation. The proposed material model describes the evolution and distribution of
inelastic strains and isotropic ductile damage for mild construction steel by means of a set
of internal variables. Viscoplasticity as well as isotropic and kinematic hardening are taken
into account. Under tension isotropic ductile damage develops for significant inelastic strains.
A nonlocal extension in the form of an implicit gradient formulation is applied to overcome
the phenomenon of strain localization. The presented model is used to analyse 3D structures
subjected to seismic excitation.

nstitute for Structural Analysis, Technische Universitéit Braunschweig, Beethovenstr. 51,
38106 Braunschweig, Germany
e-mail: s.heinrich@tu-bs.de

1. Introduction

Constructions in earthquake regions have to be designed according to the Eurocode 8 that
provides a practical approach in order to validate the safety of a structure using a linear
response spectrum. As the code also allows nonlinear time-history computations the material
model has to be precise as simplified approaches may not be conservative for dynamic
loading.

As the material strength influences the stiffness of the structure the presented material
model includes hardening effects as well as softening caused by material deterioration. This
damage evolves from voids in the microstructure and can finally lead to macrocracks and
failure. The softening of the material is accompanied by a mesh-dependent strain localization.
An implicit gradient enhanced formulation for a non-local damage variable is introduced to
overcome this shortcoming.

Applying the proposed model to a FE analysis of a structure provides the distribution of
damage and the identification of damaged zones. To evaluate the overall structural safety a
scalar global damage index is formulated.

2. Material Model

The mathematical description of the material behaviour is achieved by a set of internal
variables and evolution equations in the form of differential equations of first order. Assuming
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small strains, an additive decomposition of elastic and inelastic strain rate is admissible.
Based on the principle of energy equivalence, stresses and strains used to compute the internal
variables are effective quantities (Eq. 1). The crack closure parameter & takes into account
that some but not every microcrack closes under compression (2 < 1.0) while for tension
(h = 1.0) all voids reduce the net area [1]. The evolution of elastic strains is given by Hooke’s
law and contains an isotropic degradation of the modulus of elasticity by the nonlocal damage
variable D (Eq. 2). The viscoplastic deformation (Eq. 3) follows the approach by CABOCHE
& ROUSSELIER [2] with the effective over-stress G, (Eq. 4) that determines the onset of
inelastic material behavior. It corresponds to the yield function and results from a modified
criterion based on Gurson [3] and Tvergaard and Needleman [4] with the first and the second
invariant of the effective active stress tensor & — X and the effective active stress deviator
(6 — X)4, respectively. The yield function considers isotropic hardening k and kinematic
hardening X (Eq. 5) as well as material deterioration. In case of undamaged material, the
yield surface corresponds to the v. Mises criterion. Increasing damage leads to a contraction
of the yield surface combined with the formation of caps which then initiates inelastic strains
also for high hydrostatic stress states.

The onset of damage is determined by a damage threshold surface as experiments have
shown that nucleation of cavities does not occur for cyclic loading with small amplitudes.
In the model presented here damage evolution is prohibited if the equivalent plastic strain
(Eq. 6) is smaller than a parameter € (Eq. 7). Furthermore it is assumed that damage
does not grow for compression states. The two terms of the damage evolution equation (Eq.
8) consider transient and saturation behavior in damage evolution as well as damage due to
volumetric yielding and depend on the damage parameters c; - cs.

As experiments reveal the evolution of isotropic hardening depends on the strain loading
history. The saturation value Q is therefore coupled with the evolution of a strain memory
surface M and its two variables B and q. B describes the displacement of the surface and ¢
specifies its amplitude. Within this work, a maximum strain amplitude memory [5] is defined
in the three-dimensional strain space (Eq. 9-11) where np is the normal to the yield surface,
and ny, is the normal to the strain memory surface. A viscoplastic strain state outside the
current strain memory surface leads to the growth and adjustment of the variables g and B,
resulting in a higher saturation value for isotropic hardening. Here, the evolution rule of the
saturation value of isotropic hardening Q is assumed to be linear (Eq. 12).

The thermodynamical consistency of the constitutive equations can be shown [6].

N 1 . -
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2.1. Non-local extension

The dissipation of energy concentrates in small areas of the structure called process zones.
For local damage models the solution depends on the fineness of discretization which leads
to physically incorrect results for an evanescent volume.

To regularize the solution, the models need to be extended by a material-dependent
internal length scale. The proposed approach takes into account a non-local implicit gradient
model in 3D-FE structural analysis. Following the derivation of Engelen [7] and using
gradients of the damage variables, the non-local damage variable D can be determined by
the gradient equation with the local damage variable D

D—I>2V’D=D. (13)

3. Structural Analysis

The structural response to dynamic excitation is described by the equation of motion. The
current stiffness of the structure depends on the development of hardening and damage.
Stress-deformation analysis of structures implies the solution of the underlying initial
boundary value problem. With the principle of virtual work the weak form of the equation of
motion can be obtained.

/ 6u-pide—|—/ 5u-fdQ—|—/ 5e: 6dQ =
JQ Q Q

/ Su-pdQ+ / Su-1d0Q+ / Su- pilgdQ (14)
Q oQ Q

The equation is discretized in space with the finite-element method, while the Newmark
method with a constant mean acceleration is used for the discretization in time.

Eq. (13) can be assumed to be time-independent. The weak form of the equation for the
non-local damage field D results from weighted residua

/9(517 (D—D)— V&Y 12 VD) dQ—lf/aQBYfD d9Q =0 (15)

with the virtual nonlocal energy release rate Y and Neumann boundary condition 7 —
nVD = 0, which prohibits a damage flux through the boundary of the domain. The gradient
equation is discretized in space by the finite-element method.

The material equations are solved using the implicit Euler approach.
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3.1. Global damage index

Applying the proposed model provides the distribution of damage for dynamic loading.
Therefore, highly stressed regions can be identified, but it is not possible to evaluate the
damage state of the structure in general. A scalar global damage index GDI is proposed
which bases on the eigenvalue decomposition
My

GDI = (1-1,) M (K, — A2 Ko| vii =0 (16)
where A, ; are the eigenvalues, v, ; are the eigenvectors, Ko is the initial and K, the current
stiffness matrix due to hardening and damage. || Mv,.|| is the amount of displaced mass for
the eigenform v,y of the first eigenvalue.

3.2. Dynamic excitation of cantilever

To demonstrate the ability of the model a canitlever of 5 m height and an additional top mass is
subjected to the north-south component of the Kobe earthquake. The maximum displacment
during the vibration is 44 cm. Because of inelastic strains material damage evolutes at the
base of the cantilever which ist shown in Fig. 1(a). It can be seen that damage occurs in
the flanges which are subjected to high alternating tension and compression. Evidently the
shear bands accumulate damage and weaken the structure. To evaluate the damage state of
the cantilever the global damage index is computed for every timestep, see Figure 1(b).

damage 0.08
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(a) Local damage distribution for HEA 180 (b) Global damage index
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Figure 1. Damage evolution of the cantilever
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MODELS OF DYNAMICAL DYSLOCATION IN CONTINUUM
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Abstract. A possible model of dynamical dislocation is preed. Basic suppositions are: a
core of dislocation is initially chapped by a pafthe continuum with mass density higher
them mass density of other material and that istmt between fictive surfaces with
different displacements in same directions. Aldoisiproposed that continuum between
fictive parallel surfaces can be modeled as a lay#r granular structure and with visco-
elastic properties including properties of inedfaranslation, and inertia of rolling. Taking
into account previous listed properties, and thétation of the dislocation is caused by
displacements in same direction of these fictivdases. Model of rolling dislocation poses
that core of dislocation can be used in the forrdisk or cylinder with shot length or in the
form of sphere which roles around two surfaces uittslipping. Expressions of kinetic and
potential energy as well as function of energy igatson of the proposed model of
dynamical dislocation are composed on the bastkefinalogy with standard visco-elastic
rolling element with corresponding force-extensioonstitutive relation. Corresponding
constitutive relation of dynamical dislocation mbidegiven by relation between forces and
element extension (or compression) is determinestribution of the force of interaction
between layer with dislocation and fictive surfage expressed by displacements of these
surfaces. Also, a model of oscillatory dynamicaslatation with layer of dislocation
between two concentric cylindrical surfaces is enésd. Characteristic equation of
oscillatory waves on a thin plate with a layer eaming distributed oscillatory dynamic
dislocation is presented.

Key words: dynamical model, oscillatory dislocation, core dfslocation, layer of
dislocation, rolling, kinetic energy, potential egyg function of dissipation, constitutive
relation of dislocation, characteristic equation.

1. Introduction

When | accepted the invitation for participatin the conference and after submission of an
Abstract of my contribution, three reviewer’s retsoappeared in my e-mail. After my consideration
of these reports, numerous dilemmas appeared, andisa What is dislocation? Are there different
definitions of this word dislocation?

One of the reviewers used the following commegrhere is neither rolling nor viscoelasticity in
dislocation behavior. Instead, edge and screw chsions are translational defects in a crystalline
structure. Disclinations (appearing in liquid cafs) have rotational imperfection structure but any
type of rolling never happens”. Same reviewer addédspherical inclusion mentioned in the
proposed abstract without slip is not a dislocatigiaybe the author thinks on Eshelbian inclusion
causing eigenstresses. Modeling like the one pexposthe abstract could be presumably applied to
some other physical processes but not to dislat&@havior”.

By the same reviewer we learn: “The referencestéining only authors papers) listed in the
proposed abstract do not have any connection vwstbahtion physics”
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Another reviewer includes in a part of senéetite following:” Author should stress problem of
inclusion in the sense of Eshelbian inclusion”.

After consideration of the listed previousiesvers sentences, | conclude that different diding
of the notation “dislocation” are reason for diffat opinions and understanding or misunderstanding
of my ideas presented in the abstract of this dautied lecture. My conclusion is that, by abstaict
my contributed lecture only one of three reviewkmly understood my ideas and accepted my
definition of dynamic dislocation in continuum oraano and micro-level of the continuum media.

After, my consideration in general notion tbe dislocation | am in situation to express the
complexity of the notion “dislocation” and in fulkeep my ideas in my submitted abstract and that
my definition of the dynamic dislocation is realdanew in scientific literature and different then
those known in literature of dislocation.

Among researchers in the area of technoldgypcation is accepted on the level of the crgstal
and motion between crystals as crystals dislocasitergely used.

After analysis of the word web literature wan point out the following sentences: “For the
syntactic operation, see Dislocation (syntax). #her medical term, see Joint dislocation.” In syntax
dislocation is a sentence structure in which a titoreht which could otherwise be either an argument
or an adjunct of the clause occurs outside theseldaoundaries either to its left or to its rightiras
English: They went to the store, Mary and Petee d@lislocated element is often separated by a pause
(comma in writing) from the rest of the sentendeer® are two types of dislocation: right dislocatio
in which the constituent is postponed (as in thevabexample), or a left dislocation, in which it is
advanced.

2. New model of dynamical dislocation in continuum

In this paper, a new model of dynamical diat@m in continuum is proposed. We start
with the following definition:Physical dislocation, in general, is any transportation of the
part of material in continuum as that his mass is rigid and bounded by fictive boundary
surfaces, which separate this bounded material in transportation in relation to other
material in continuum.

Each dynamical dislocation, in sense of presidefinition, has kinetic and geometrical
parameters. Dislocation has boundary surfacesdensi boundary surface is core in
different forms, surface and point contacts withusrd material of continuum a known or
no known two displacements by which is defined dyica and kinetic parameters of
dynamical dislocation. In continuum is possibl@fppear one or more dislocations.

Presented, in Figure 1, model of the dynamicabdation does not cause increase
in numbers of degrees of freedom. Presented mdddistocation in the continuum be
accepted, not as a model of dynamical dislocatiohalso as a dynamical actuator of
continuum excitation or as a dynamical sensor fodieplacement in continuum. Also,
appearance of dynamical dislocation model in cantm is element for obtaining a stress
concentration in material around dynamical dislmeat

3. Oscillations in plate with layer containing distibuted dynamical dislocations

Let us consider an element of the thin plate withtmuum layer containing, in
parallel positions, continually distributed diseredislocation elements in the continuum
material as it is presented in Figure 1. a*, b* arid Material plate is visco-elastic and
homogeneous. Denotation of the displacemwﬁx,y,t)is visible in Figure 1l.c*. We
propose that oscillatory waves in the plate anthanlayer containing dislocations are in

plate surface and that other dislocations are nedégmt. By using denotation presented in
Figure 1.a*, b* and c* we can derive the partidfatential equations with corresponding
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initial, boundary and conditions of the continuayd generalized forces of interactions
between dynamical dislocations distributed in tgyeb,6].

(xt)

L
oY

x‘y+dy‘l):v\(x,y,()+wdy

wi(xt)=wlx yt)

we(x1)

weoct)=wlx vt

d*
Figure 1. a* Model of dynamic dislocations in continuum (platd¥ and e* two models of
elementary dynamic dislocations* Decomposition of thetandard visco-elastic rolling element
with properties of inertia translation and inent@ation: Forces of dynamical interaction between
decomposed part$*, g* and h* experimental privets of material with dynamic desition with
visco-elastic and translator and rotator inertiaperties and* a standard visco-elastic element with
translator and rotator inertia properties as a motldynamic dislocation in analogy with complex
rheological element or standard hereditary elemdht translator and rotator inertia properties.
c* an elementary part of plate with layer consistiggdistributed dynamical dislocation in the form
d* and decomposition b*.

Constitutive stress strain relation between norsiegss g(y)(x,y,t) and strairgy in 'y
direction for ideally visco-elastic plate materies: o, = Es, +p¢, . Partial differential
equation of waves iny direction is [1,2,6,7]:

9%, y,t) =C§02\/V(X'y't)+£"sw(xyyyf) for y,<y<y andfory,<y<yy, (1)

ot? ay? P oy%t
Wherecg:E. Conditions of the compatibility and continuitytiveen plate continuum and
P
dynamical dislocations in the layer are [6,7dlx.t)=wx, y,t) » Wo(xt)= WX, y,.t)
‘ )
<0V\'(><vyyl)+£"2\'\'(xvyvl)> se L) [d Fuas _ OByhs | %Epas  0Puy |;_,,
oy E oyot vy Eab’l dt B(ﬁwa(:,t)] ow(xt) | ow(xt) a[awa(tx,t)][

Boundary conditions of the plate can be differént,in this example, we take into
account that ends of the plate are free of theefyrand we can write:
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B ) _oaw(x, vt a2w(x, y,t B
Flg,d(x,yg,d.t)—a(_y)(x,yg,d,t)a'dx_+<E W(ay )+u V;(yat )>y=y &ix=0 ®3)

Initial conditions of the plate we take as a kinetate at initial moment starting
mathematical description of the waves in plateriyal displacements and velocities.

Characteristic equation of the oscillatory dynaniitplate with layer containing
distributed parallel dynamical dislocations ishe form [6,7]:

_ (4)
0 —Asind+ AcosA
2 :2 i2
. Ey, i cEy, 202 i CcEyy \ .
A)=|( Asinkd +| A2E2% | 1-2 |- |cosnn ) (422 | 142 |+ E2d \eosk,n ( A2E2k | 1+2C |+ A sing, =0
) < 8 [ m[ R?2) ad ¥ " R ad 2 "R ad 2

2 2 2
. E i cE i cE\ .
Asink A +| 2E2x | 1+2S |- CE leosca E% [ 1--S [+—=)cosk,A AE%k | 1--C |+—=)sink,A
< ! [ m[ R?| ad ¥ " R ad 2 " R?) ad 2

By introducing roots of the previous characterigtipiation, we obtain infinite set
of the characteristic humbers and correspondingreigmplitude functions and time
functions, and oscillatory displacement of the @laarts we obtain in the forms [7.7]:

w(x, y,t)= Ze"sstcls(x)(AcospOSt +Bsin pygt)coskyy for ygsys<y (11)
s=1
wx, y,t) = Ze'55‘<AcospOSt +Bsin pogt [Cys(X)coskyy + Cys(X)sinkyy] - FOT Y2 < Y < ¥4,(12)
s=1

wheresg, = ks, "3% =20, + Pos = s =% -
4. Concluding remarks

Condition for existing visco-elastic planecitlatory process in plate with layer
containing distributed dynamical dislocations witbnstant characteristic numbers are

compatibility between visco-elastic properties late and model of dislocationg;_b .
E c
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Abstract. We investigate damage accumulation in the fraghioeess zone using the fibre
bundle model. The fibres are modelled as springis a/constant stiffness and randomly and
independently assigned strengths. The simulati@re wonducted for uniformly distributed
strengths for 300 and 1000 fibres. We found thatwthlue of the normalised deformation
modulus with respect to the normalised fibre séiffs controls the process of fibre breakage.
The high values of the modulus (equal load sharlegyl to distributed accumulation of
broken fibres and relatively low loads of full fai€. Low values of the modulus (near
neighbour load sharing) lead to clustering of brokibres, generation of large avalanches
and the increase in the ultimate failure load.

1. Introduction

Fracture propagation in brittle heterogeneous ri@seinvolves the development of a
fracture process zone where the material undergassition from the intact to fully
damaged states [1]. Amongst possible models of garaacumulation in heterogeneous
materials, attractive are the fibre bundle modelsch represent the accumulation of local
damage in a heterogeneous material prior the uktifizélure as successive breakage of
some fibres. The fibres simulate the spatial vélitglof local strength of the
heterogeneous material. Each fibre, in the simglese, is considered as an elastic spring
stretched under the applied force. After loading t®rtain limiting force (strength), the
fibre breaks and does not offer any resistanchaddrce. The material heterogeneity is
modelled by introducing random distributions ofréilstrengths. Usually the uniform or
Weibull distributions are used to characterisestinength variability and the fibre strengths
are assigned independently.

Here we use a 2D version of the fibre bundle mealsimulate the damage
accumulation in the fracture process zone. Whifithre strengths are independent, the
forces they are acted upon depend upon the nurahdrpositions of broken fibres. This
was investigated previously by modelling the craslan infinite fibre bundle layer
between two elastic beams [2] or semi-planes [Bimbdelling the fracture process zone
there is another important factor — the positioisroken fibres with respect to the tip of
the fracture process zone. This factor is invetgién the present paper.

2. Fibrebundle model of the process zone

Consider a semi-infinite crack in an isotropic @amith a process zone of lendth
consisting of a bunch of elastic fibres, Fig. rEs are considered to be located at equal
stepr. Uniform tractiong are applied to the crack faces over the process lEmgth.

145



146 Houlis and Dyskin

y
p
Ottty
e,
2 p WY
p

Figure 1. Fibre bundle model of a fracture prozess.

A fibre situated at a pointof thex-axis applies a pair of forces to the opposite $aafehe
crack. If the magnitude of this forceRsits contribution to the crack opening is [4]:

2v, (%) =~ GU(x PG (x ) = > tanfr JHE —t<xso "
E T COthl\/m X < —t

Here for the plane-strain approximati@t=E/(1-17), E, vare the Young's modulus and
Poisson’s ratio of the material.

We now compute the displacement of the fibre latatepointx,, by summing the
opening displacement created at a prinlby all fibres located at poinkg and the opening
displacement &(x,,) created by tractions[4]

1 _8L| [ x)[tanh* \[X/L -L<x<0 )
2V0(X)—E,Q(X,L)p,Q(X,L)—7T[ L+(1+Lj{coth_1\/m w<—L ( )

Thus for the equilibrium of the upper face at pajnmive have
P(x,) = kv, f,,f, =O(s, —2v,k) (3)

Herek is the fibre stiffnesss,,...sy are the (randomly assigned) fibre strengths @)l is
the Heaviside function. Factbe1 if n fibre is intact, otherwise it is zero.

The stretch of the fibre located at poiptconsists of the displacemeni ) and the
total displacement produced by all other fibreglieg to the following linear system:

vm+AZN: fv.GY(x,.%)=Q(x,,L)p, A=k/E', m=1,.. N )

nzm

3. Computer smulations

The computer simulations consist of steady incr@aseadp stepwise. At each step the
broken fibres are identified and removed from tbmputations. The simulations are
carried out until all the fibres are broken. In@rtb avoid the step dependence, we use
variable steps; the step value is the minimal bia¢ énsures that a new fibre is broken. The
fibre is then removed and (4) is solved. The nestrihution of displacements can cause
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new fibres to break; these are removed as well.prbeess is repeated until all fibres that
can be broken under the current Igaae broken (avalanches can be generated in the
process). Then a new load step and new valpeaoé calculated.

We use uniform strength distribution in interval {Q. Thus all force variables are
normalised by the maximum fibre strength. We alsmosel =1 such that all length
variables are normalised by the process zone leMgthuse the dimensionless stiffness
(stiffness normalised by the maximum fibre streraytd the process zone lengkkp.1 and
the dimensionless values of the modufits10, 100, 18 1C.

Since the opening displacement at the crack tieiie, the displacement in the fibre
closest to the tip depends upon the distanceaiodthence upon the number of fibres. In
order to avoid this dependence we characterispritigess zone failure as the lgagy
required to break 90% of all fibres. Figure 2 shélwesdependence @f.,, 0n the
deformation modulug’for the numbers of fibréd=300 and\N=1000. It is seen thgt,ax iS
independent of the number of fibres. It is alsgbat increase in the modulus leads to
increase in the failure load. This can be integuién the following way. Let us split the
length of the process zone into short intervaldigbat the load on the fibres within each
interval can approximately be considered as unifdiirhis can always be done for the
intervals not very close to the crack tip.) Thea tigh modulus means that the broken
fibres redistribute the load almost equally to ditfeer fibres within that interval. Thus the
high modulus corresponds to the equal load shaniodel [5] applied independently to
each interval. Decreasing the modulus leads tanttreased influence of the elastic
redistribution of the load after a fibre is brokémparticular, higher load is applied to the
neighbouring fibres (near neighbour load sharifig)s leads to clustering of the broken
fibres and hence to the decrease in the full bigakzad.

—*—300 Fibers
—®—1000 Fibers

log(p_max)

o Fr N W D U N ®» O

o
-
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©
©
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Figure 2. The load of breakage of 90% of fibresthvs.deformation modulus for
different numbers of fibres.

We now investigate the values of applied load nde¢ddreak a certain fraction of fibres.
The fractions of fibres broken in the simulations split into intervals (0-0.1), (0.1-0.2),
..., (0.8-0.9). Within each interval we compute theam value of the loagsthat produced
the fractions of broken fibres within each intervethese values normalised by the
maximum loadspma, are shown in Figure 3. The picture gives furtistinctions between
the equal load sharing and the near neighbourdbadng (elastic interaction) cases.
Firstly, low values of the modulus (near neighbload sharing) produce large avalanches
(indicated by ovals), which are the rapid increiashe fractions of broken fibres without
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any appreciable increase in the load. Also, ineiipgal load sharing the main fibre failures
occur in the beginning of the loading process, avhilthe near neighbour load sharing.

—4—1000 Fibers, E'=10"8

I _ | | —=300Fibers, E=108
Avalanchestl 1000 Fibers, E'=1000

«— T 300 Fibers, E'=1000

~*-1000 Fibers, E'=100

// . . ——300 Fibers, E'=100
/ ——1000 Fibers, E'=10

/ ——300 Fibers, E'=10

0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

Fraction of broken fibres

<p>/p_max

Figure 3. Average values of lopcheeded to break certain fractions of fibres.

4. Conclusions

The fibre bundle model of the fracture process zimmvs that the values of the
deformation modulus of the material as comparatieaormalised fibre stiffness
considerably influence the process of damage aclation. When the material is stiff, the
load supported by the broken fibres gets redisithequally between all fibres. This
produces relatively dispersed damage (broken fisceyimulation without clustering and
avalanches until the load is close to the totdilifai Opposite to this, low stiffness of the
material leads to increasing effect of elasticsstredistribution with the emphasis on the
overloading the fibres near to the broken one. Tads to the reduction in the total failure
load and the development of large avalanches.
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Abstract. The CNT-epoxy coat was applied on mortar panels to shield electromagnetic waves originated from the
outside in our previous study [1]. Electromagnetic interference (EMI) shielding effectiveness (SE) of CNT-epoxy
coated mortar panels is numerically investigated in the present study. The commercial program HFSS (High
Frequency Structure Simulator) [2] is used to simulate the EMI shielding performance of the mortar panels. The
numerically obtained S-parameters of each specimen are compared with experimental data reported by [1] to
assess the potential of proposed framework. Furthermore, the effect of detachment between mortar and CNT-
epoxy film on the EMI shielding effectiveness of the panel specimen is addressed.

1. Introduction

During the past few years, the growth in the use of electronic devices has resulted in a
high volume of electromagnetic waves in residential and work area [3]. The unintended
electromagnetic emissions have caused significant electromagnetic interference problems
[4], thus electromagnetic interference (EMI) shielding performance of construction
materials has been brought attention especially at the medical and military fields which
require high degree of accuracy for using precise electronic devices [1]. Due to the impetus
for the development of electromagnetic shield techniques, various kinds of construction
materials have been investigated to satisfy both site application and EMI shielding
performance [1,5]. In addition, numerical or analytical formulations to predict the EMI
shielding effectiveness (SE) of construction materials have been studied.

This study focuses on the simulation of EMI shielding performance of carbon nanotube
(CNT)-epoxy film coated mortar panels. The simulation is based on a finite element (FE)
program, which has been proven to be an effective and promising method for frequency-
domain analysis of volumetric structures [6]. The commercial FE program HFSS (High
Frequency Structure Simulator) [2] used for electromagnetic field simulation is used here to
analyze EMI shielding performance of CNT-epoxy film coated mortar panels. Appropriate
properties of the CNT-epoxy film are determined in accordance with experimental data of
[1]. With the determined properties, predictions of the EMI shielding performance on the
panels considering various film thicknesses are conducted. In addition, the effect of
detachment between the CNT-epoxy film and mortar on the EMI shielding performance is
investigated.
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2. Theoretical backgrounds

2.1. Electromagnetic wave shielding mechanism

When electromagnetic waves pass through a material, absorption, reflection and
transmission of wave occurs coincidentally. Among those phenomena, EMI shielding
performance of a material is based on the absorption and reflection ability. During the
absorption, electromagnetic waves lose their energy while passing through the shielding
material and the lost energy usually transformed to heat energy [7]. The reflection can be
divided into external and internal reflections according to the reflecting side of a shielding
material. The discontinuity of the impedance at the boundary of shielding material and air
causes the reflection of electromagnetic waves [7].

2.2. S-parameter

S-parameter (scattering parameter) is an indicator for the EMI shielding ability of a
shielding material [3]. S-parameter is the ratio between output and input voltage in complex
number and generally expressed in dB scale. When the wave port | radiates

electromagnetic waves, the port i receives the waves. The S-parameter of this system can
be written as [3]

Sy=a+p] @

S, (dB) =20xlog [\\//—J =20xlog(ya’ + 5°) @)

In Egs. (1) and (2), o and B are real and imaginary parts of the S-parameter,

or

respectively, and V; is the voltage receiving at the port i and V, is the voltage of an

incident wave at the radiating port j .

3. Numerical analysis

The commercial program HFSS (High Frequency Structure Simulator, 2008) [2] is
used as a simulation tool to predict EMI SE of CNT-epoxy film coated mortar panels. The
material properties of CNT-epoxy film coated mortar panels are determined according to
Nam et al. (2011) [1]. Two different types of specimen groups (Group A and Group B) are
considered. Group A consists of specimens having thicknesses 0.1, 0.2, 0.3, 0.4 and 0.5 mm,
while Group B consists of specimens having thicknesses 0.5, 1.0, 1.5, 2.0 and 2.5 mm, as
shown in Figs. 1 and 2.
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Figure 2. S-parameters for Group B

The detachment between the mortar panel and the CNT-epoxy film is also modeled to
examine the influence of the detachment on CNT-epoxy film coated mortar panels. As
shown in Fig. 3, three detachment cases (0.04, 0.08 and 0.12mm) are considered and
simulated. Details of the EMI shielding simulation of CNT-epoxy film coated mortar
panels and influences of the detachment on the EMI shielding performance can be found in

(8].
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The effect of cracks in CNT-epoxy film on the EMI shielding effectiveness of the
panel specimens will be investigated in the future.
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Figure 3. S-parameters for detachment case
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ON ANISOTROPIC ELASTICITY DAMAGE MECHANICS
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Abstract. The anisotropic elasticity damage mechanics is presented within the framework
of the classical theory of elasticity. Starting from the principle of strain equivalence, damage
tensor components are derived in terms of elastic parameters of undamaged (virgin) material
in closed form solution. The procedure was applied for several symmetries that are important
for applications.
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1. Introduction

In most of the existing damage theories, the damaged elastic strain-stress (or stress-strain)
response is formulated by using the notion of effective stress (strain) and the hypothesis
of strain (stress) equivalence or stress-energy (strain-energy) equivalence (Lemaitre and
Chaboche, 1985 [1], Voyiadjis and Kattan, 2006 [2]).

The damage variable (or tensor), based on the effective stress concept, represents
average material degradation which reflects the various types of damage at the micro-
scale level like nucleation and growth of voids, cracks, cavities, micro-cracks, and other
microscopic defects.

The effective stress & is the stress tensor to be applied to a virgin representative volume
element in order to obtain the same elastic strain tensor, €°, produced by applying the actual
stress tensor O, to the damage volume element. Because the same elastic strain is considered
in both damaged and undamaged materials, that strain is considered to be the equivalent
strain.

By this definition often called the principle of strain equivalence, the actual stress and
effective stress satisfy the equations:

0ij = Cijuggy, 6ij = Cijugy- )]

In the virgin state, even in the most general case of anisotropy, there are only 21 independent
elements of the fourth-order elastic modulus tensor C as a result of general symmetry
requirements

Ciju = Cjit = Cijie = Cuij, )

where the first three results from the symmetry of the stress and strain tensors and the last
from the existence of a strain energy function. The symmetry of C in (2) applied to C as well
and dictates a maximum of 21 independent elements.
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Following Cauvin and Testa (1999) [3], it can be shown that
0ij = Riju 6w, 3

where the fourth-order tensor R possess symmetry in successive pairs of indices.
It can be shown that R can be written in the form

R=1-D, “

where 1 is the unit tensor for the set of tensors with the symmetry of R is given by

1
— (6ik6jl + 6i15jk) . ()

L =
ijkl B

The forth-order tensor D is known as damage tensor.
Cauvin and Testa (1999) [3], have been shown that the actual number of independent
damage parameters in such a tensor is related to the material and damage symmetry.

2. General consideration
From (1)-(4) one can obtain
C=C-DC or (Cijkl = Cijkl — D,-J-qu,,qk,. (6)

‘We note that
Djji = Djig = Djjx @)

and, in general, I;;;; # Dy;;. Hence, the fourth-order tensor D does not possess the
full symmetry of the elastic modulus tensors C and C, and has at most 36 independent
components.

Obviously, the number of independent elements of tensor ID and their values are
determined by the value of tensors C and C. We investigate that assuming that C is always
given, and considering (6) as a linear equation with respect to C and D.

First. Assume that we want to find C for given D. Then D cannot be given arbitrary in
order to find C since we assume that C posses major symmetry. In that case ID must satisfies
the condition

DC=CD" orin indices notation DipgCpgki — DiipgCpqij = 0. ®)

The symmetries in the elements of C and C impose, generally, 15 constraints on the
elements of D. Therefore, tensor D can not possess more than 21 independent components.

Second. We consider that C, C are given and we want to find tensor D. Since C is
positive definite there is always C~! such that CC~! =I. Thus

D=I-CC™". ©)
Proposition 1 Damage tensor D, given by (9), always satisfies the constrain (8).

Proposition 2 The corresponding isotropy groups of tensors C and D are the same.
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3. Damage tensor for anisotropic body

We proceed further by applying (9) for several crystal classes under the assumption that C is
isotropic elasticity tensor, i.e.

C=AI®I+2ul. (10)
Then, Jari¢ at. all, (2008) [4],
A 1
cl=- IQI+—1 11
210(3%+20) o (b
From this and (9) we obtain
D—H—k#CI@I—LC (12)
T 2u(3A+2u) 2u
or, in componental form
D =1 i(c.. +#CH S (13)
ijkl — Lijkl 2'u ijkl 2“(31_"_2”) ijpp Okl -
The term Iy
jkl 2”’(31 +2“) ijpp Okl ( )
does not posses major symmetry, i.e.
Aijrr # Auij, (15)

and because of them ID; j;; also does not posses major symmetry.

Now we are ready to apply (13) for following crystal classes defined by corresponding
elasticity tensor C (Srinivasan and Nigam (1969), [5]).
Orthotropic damage

Ciji = M &ijOu + 2221 ju + Az o0t 0y + A4 Bi B BrBr +
+ As (04 0 6 + 0001 ) + A6 (BB i + BiBOw) +
+ A7 (0406 Br B + 00y Bi B) + Ag (i 0 61 + 0.0 0 jp + 0048y + O 04y Oy ) +
+ Ao (BiBkSji + BiBiSji + BBt + BjBidik)
2uDjp = 2(p — )i jpg +
A
M (341424 + A5+ Ae) — A1 | 8ij0u — 43010040 — Aa BiB By —
— As(o 0y 6ij + 00t O) — As(BrBi0ij + BiBjow) — A7 (o BB + ooy BiB;) —
- /Ig(oc,-aké,-l + Otl'aléjk + ajak6il + O‘jal&'k) -
— 2o (BiBiSji + BiBi0jx + B; Bk S + B Bidix) +

A(A3 4345 + A7 +4Ag) A(Aa 432+ A7 +4L)
34 +2u 3A42u

+

BiBj6u

iOlj5kz
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Hexagonal damage
Cijir = M 6Ok + 2A01; jjy + Aznzinz jnzinz; +

+ A4(n3in3 jO +n3gnz; 8i;) +
+ As(n3inzy0j; 4 n3 jn3 Ok 4 n3inz O jx 4 n3 jn3i Gy ).

(BA1 4242+ A4)

2uD; 5 = GA+20) — A | 86 +2(p — A2) iy —
— M (n3,n3j5kz + n3k”3l6ij> -
_ }'5 (n3in3k5jl + n3j”316ik + I’l3ﬂ’l316jk + n3jn3k6il) -
A(A3 4344 +42s)
+ 3 2u n31n3,]6kl .

Notice that terms in boxes do not posses major symmetry, and so do corresponding damage
tensors. Cubic crystals

Cijw = M6ijou + 2421k + A3nging jnakna,

20D jp = [(222 + A3) = 2uA1] 66 +

1
34 +2u
+2(u — 22)]ji — A3ngingjnaiia.-

In this case damage tensor I;j;; possesses the same symmetry as tensor C; jz;.
Isotropic damage

A —Au

Cijit = M 6ijOu + 2 lijiy, uDjjg = 3A+20

06+ (1 — )i

Obviously, damage tensor ID; j; possesses the same symmetry as tensor C; jy;.

4. Conlusion

In the present paper, starting from the principle of strain equivalence, the closed forms of
damaged tensors are derived for orthotropic, hexagonal, cubic and isotropic damage.
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Abstract. In this work, we present some important remarks on the lifetime of complex
rubber parts under multiaxial loading conditions like simple shear with rotating axis. The
results from the experiment are accompanied by FE simulations, which show the lack of
hyperelastic models, used for estimating the inhomogeneous stress distribution in cyclic
loaded rubber parts.

1. Introduction

To predict the service life of rubber parts by means of finite element simulations it is
necessary to find a unique relationship between the varying operational loads and the
corresponding material behavior. In general this relationship is experimentally investigated
via cyclic uniaxial tension tests with varying load amplitudes and frequencies. The results
are then used for lifetime simulations of complex rubber parts. The very fact of assuming a
correlation between the uniaxial material response and the multiaxial stress state in a real
rubber part is daring, since experimental tests like the simple shear test with rotating axes
show that the service life strongly depends on the applied load type. A further drawback
comes along with the wrong choice of material models for the elastomer. In the most
components highly filled elastomers are used which show a strong inelastic behavior due to
material softening, hysteresis and residual strains. These effects influence the structural
behavior as well as the service life of rubber parts most notably in inhomogeneous and
cyclic loading conditions. Pure elastic material models (e.g. [1] and [2]) are not able to
describe these effects. A material model, which is able to describe the three mentioned
phenomena in filled elastomers, is the so-called MORPH (Model Of Rubber
PHenomenology) model [3,4]. In this work, we want to utilize this model to compare it
with hyperelastic material models (e.g. Yeoh model) to highlight the drawbacks, if we
choose pure elastic models in predicting the lifetime of rubber materials.

2. Constitutive model

The MORPH model has been originally proposed by lhlemann and Besdo [3,4] and it is

based on an additional split of the Cauchy stress ¢ into three parts:
2a .
Gsz iSO+6Z_q(J)1 (l)
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wherein q is a pressure function depending on the Jacobian J, b'jsg the deviatoric part of
the isochoric left Cauchy-Green tensor, az&(pl, P, P3,bg) a function depending as well
on material parameters p,, p, and p3 as on the history function bS, which depends itself
on the maximum value of the isochoric part of the equivalent left Cauchy-Green strain b

at each material point during all loading cycles:
by (t) = max| bl (r), 0<z<t] )

IS0

The auxiliary stress o, is computed through its time derivative:
&= b2 (o, —o, )—g(d 1)s,

+de ', ',d

®)

wherein d is the symmetric part of the rate of the deformation gradient, S = 25'( Ps, p4,bs)
a function depending on the material parameters p, and p, and the history function by
and ¢, the cladding stress defined by:
Y bizg l‘:)iso pS biso
6, =-—ex —=0 |y 2B 4
H= p[m b, bqu 7 4)

is0 is0

with » = ;A/( Ps, Pg, b ) . Hence, the MORPH model depends on 8 material parameters
(Py.---, Ps) - A detailed derivation of the model can be found in [4].

To compare the model with a standard hyperelastic material model, we choose the Yeoh
model defined by the following strain energy function:

W =p,(1,-3)+p, (1, -3)" +p;(1,-3) +q(3)1 (5)
Both models are fitted to a uniaxial tension test for a filled natural rubber (see Fig. 2). The
resulting material parameters are summarized in Tab. 1.

P/MPa

1 2 3 4

FI{)
Figure 2: Fitting of Yeoh and MORPH model to experimental data

Material parameters

Materialmodel| p1 | p2 | p3 | p4 | p5 | p6 | p7 | p8
Yech 0739 | 0.019 | 0.186
MORPH 0062 | 0364 | 0219 | 309 |0.00846| 592 | 570 | 0.201

Table 1: Material parameters for Yeoh and MORPH model
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3. Simple shear with rotating axes

A conclusive evidence for the inappropriate choice of a hyperelastic material model for
predicting the lifetime of rubber material is shown by investigating a new experimental
approach considering simple shear with rotating axes. The test rig for realizing the
exceptional load type is drafted in Fig. 3. It consists of three parts, whereby, during a
measurement, the outer parts are fixed in their position. The middle part has a degree of
freedom in radial direction. For an experiment, two rotationally symmetric rubber samples
are clamped into the rig in a double-sandwich-arrangement, each between one outer and the
middle part. The experiment is initiated by the radial displacement of the middle part. Thus,
a simple shear deformation is initiated in the samples leading to a radial force F,. The

geometry of the samples is optimized in such a way, that simple shear is the predominating
deformation throughout the whole volume. At the same time, the maximum load is located
within the sample, far away from surfaces and contact areas, so that a failure is most
probable in the interior. After initiating the simple shear deformation, one of the shafts of
the outer parts is rotated to start a simple shear deformation with rotating axes. For inelastic
materials, the middle part would move sideways due to energy-dissipation, as shown in the
third image of Fig. 3. If it is restricted (fourth image in Fig. 3), a resulting circumferential
force F, can be measured instead.

Fig. 4a shows the results of a long time fatigue experiment with the experimental rig,
whereby the radial force F, and the circumferential force F, during the experiment are
plot against the revolutions with a frequency of 1.5 Hz. The experiment has been carried
out till failure of one of the samples in the double-sandwich-arrangement. During the first
10000 cycles, stress softening effects can be observed in the curve progression of the two
measured forces. The material becomes weaker and both forces decrease in the course of
the experiment. Due to the work done by the circumferential force F,, the samples have a
finite lifetime accompanied by an abrupt decrease of the resulting forces.

For simulating this loading type we apply at first a shear load on the sample and afterwards
we let rotate the lower and upper surface within one revolution. The resulting forces are
plotted in Fig. 4b. By using the MORPH model (solid lines) we get the characteristic
progress of the resulting forces F, and F,. The magnitude of the values as well as the
decreasing of the forces during the first revolution reflect very well the real material
behavior as shown in Fig. 4. Since the test rig is fixed in longitudinal direction, the
specimen cannot compensate the large shearing deformation thus, an additional positive
force F, in the axial direction is induced. This force cannot be measured with the test rig in

Figure 3: Sketch of the test rig.
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its current state, but a modification of the machine concerning this point is in progress. By
using the above fitted material models, the magnitude of the axial force is a fifth of the
radial force. The ratio generally depends on the type of material. By using a hyperelastic
material model like the Yeoh model the resulting forces are captured only partially. The
radial force F, and the axial force F, can be modeled unless the decrease of both forces
during the revolution is not reproduced. Obviously, this is an inelastic effect coming from
material softening (Mullins effect). Even worse is the fact that the circumferential force F,
cannot be displayed at all, since it is a force generated by inelastic phenomena, too. If we
now want to predict the lifetime of the specimen utilizing a hyperelastic material model, the
missing circumferential force in the system leads to a misleading prediction. In the worst
case, it results in an infinite lifetime prediction, which is definitely unphysical.
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Figure 4: a) Lifetime test with the new test rig: measurement of reaction forces Fr
and Fy until material failure. b) Reaction forces Fg, Fy and Fa from FE simulations using
MORPH and Yeoh model.

5. Conclusion

In this work, we have presented a new test rig for applying simple shear with rotating axes.
Due to these loading conditions, a finite lifetime of filled elastomers can be achieved.
However, by simulating this experiment using a hyperelastic material model for the
elastomer, no feasible measure can be evaluated, which correlates to the finite lifetime. In
case of using the MORPH model, it is possible to analyze the occurring circumferential
force and correlate it to the finite lifetime of the elastomer.

References

[1] Ogden, R. W. (1972). Large Deformation Isotropic Elasticity - On the Correlation of Theory and Experiment
for Incompressible Rubberlike Solids, Proc. of the Royal Society of London. Series A, Mathematical and
Physical Sciences 326, pp. 565-584.

[2] Yeoh, O. H. (1993). Some forms of the strain energy function for rubber, Rubber Chemistry and Technology,
66, pp. 754-771.

[3] Besdo, D. and lhlemann, J. (2003). A phenomenological constitutive model for rubberlike materials and its
numerical applications, International Journal of Plasticity 19, pp. 1019-1036

[4] Ihlemann, J. (2003). Kontinuumsmechanische Nachbildung hochbelasteter technischer Gummiwerkstoffe.
Duesseldorf:VDI.



The First International Conference on Damage Mechanics, ICDM 1, Belgrade, June 25-27, 2012 161-164

A FINITE ELEMENT CALCULATION OF STRESS INTENSITY
FACTORS IN STRUCTURES WITH MULTI-SITE DAMAGE (MSD)

G. Kastratovié¢’, A. Grbovi¢, N. Vidanovi¢®, B. Rasuo®

! Faculty of Transport and Traffic Engineering,

The University of Belgrade, ul. VVojvode Stepe 305 11000 Belgrade, Serbia
e-mail: g.kastratovic@sf.bg.ac.rs

2 Faculty of Mechanical Engineering,

The University of Belgrade, Kraljice Marije 16, 11120 Belgrade 35, Serbia
e-mail: agrbovic@mas.bg.ac.rs

®Faculty of Transport and Traffic Engineering,

The University of Belgrade, ul. VVojvode Stepe 305 11000 Belgrade, Serbia
e-mail: n.vidanovic@sf.bg.ac.rs

4 Faculty of Mechanical Engineering,

The University of Belgrade, Kraljice Marije 16, 11120 Belgrade 35, Serbia

e-mail: brasuo@mas.bg.ac.rs

Abstract. The prediction of crack-growth rate, residual strength and fatigue life in the
presence of multiple site damage (MSD), requires accurate calculation of the Stress Intensity
Factors (SIFs) at each crack tip. The problem becomes more difficult when crack
propagation has to be treated and therefore successive calculations are required. This paper
describes the estimation of SIFs for typical aero structural configuration by easy-to-use
approximate procedure, which is based on the principle of superposition [1]. The results
obtained by proposed procedure were compared against values obtained by software for
finite element analysis (FEA). Relationship between crack length and SIFs during crack
growth was calculated in FRANC2D software, which is well known for its high accuracy.
The comparison of the results has shown that solutions obtained by proposed method can be
used for the SIFs predictions with acceptable accuracy.

1. Introduction

Multiple site damage (MSD) represents the simultaneous development of fatigue cracks at
multiple sites in the same structural element. It became crucial investigation issue since the
Aloha accident in 1988 [2, 3]. Many studies and analyses of this phenomenon have been
carried out in recent decades. Overviews on analytical methods for MSD are provided in
many scientific papers, such as [4]. But, the prediction of crack growth rate and residual
strength of cracked structure demands accurate calculation of stress intensity factors. There
are some available solutions, but only for simple geometry configurations [5]. However,
there are no available analytical methods for SIFs calculations at the crack tips in case of
complex structures with MSD.

The solutions for these configurations require usage of finite element method (FEM), which
can be very complicated and requires substantial computer resources. In [6] authors
proposed an algorithm which can speed up the simulation of crack growth in MSD. Still,
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the mutual influence of the adjacent cracks additionally increases the complexity of stress
intensity factors determination. This is the main reason for introducing approximation
methods and procedures that enable faster and simpler determination of SIFs in supporting
aircraft structures with multiple cracks.

So, finite element analysis, along with approximate methods, must be employed in order to
provide fairly accurate solutions for SIFs, thus eliminating the need for expensive tests (this
is why the experimental results reported in the literature are very limited). The aim of this
paper is to show how SIFs calculations for structures with multiple cracks can be performed
with the use of FEM based computer program and approximate numerical method based on
the principle of superposition.

2. Approximate method for SIFs calculation in a case of MSD

The approximate procedure, for calculating stress intensity factors, was developed in [1].

This procedure is based on principle of superposition.
L

bt ot

a. Structural configuration with multiple cracks. b. Analyzed configuration with multiple cracks.

Figure 1. Configuration with multiple cracks.

According to this procedure, the SIF for opening mode of analyzed crack in any given
configuration with n cracks (Fig. 1.a.) can be estimated with the use of:

n
KIjA,B =Cpg - K|1+"‘+Cjb,d 'Ku‘ +otChp g 'Kln =Zcib,d : Kn | 1)
i=1

where:
Kyag - represents stress intensity factor for tip A, or B of analyzed crack in presence of

all other cracks in configuration;

K, - individual stress intensity factor of all cracks in configuration, i.e., stress intensity
factors of auxiliary configurations;

Cyq - the coefficient that takes into consideration influence of i-th crack on stress intensity
factor of analyzed crack, (the influential coefficient of the analyzed crack on itself is
Cpa =1).

In this manner the analyzed complex configuration can be represented as a combination of
several simpler (auxiliary) configurations. The number of those configurations is equal to
the number of cracks, such that every auxiliary configuration contains only one crack.
Hence, the determination of SIF at analyzed crack tip is reduced to determination of

influence that every crack in the initial configuration has on the analyzed one. This
influence is represented by corresponding coefficients. The influential coefficients were
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estimated by the application of presented method on configuration with two unequal cracks
in an infinite plate subjected to remote uniform stress, as shown in [7].

2.1. Numerical example

In this paper, the SIFs were determined for a typical aero structural configuration. It is a
thin plate with three circular holes subjected to uniform uniaxial tensile stress. Material of
the plate is aluminium alloy Al-2024 T3 [8]. Middle hole has two radial cracks and other
two holes have one radial crack. This configuration is shown in Fig 1.b.

It should be noticed that for this type of aircraft structural element, the dominant fraction of
loading originates from fuselage pressurisation, and thus, tension in the direction
perpendicular to the middle line of the plate prevails. Hence, the determination of opening
mode SIFs is sufficient enough.

3. Finite element calculations of stress intensity factors

The SIFs for analyzed configuration were also calculated in FRANC2D/L software, which
is well known for its accuracy. FRANC2D/L is a highly interactive program for the
simulation of crack growth in layered structures.

The results obtained by described approximate procedure and by the use of FRANC2DIL,
were compared against results obtained with open source finite element software
CAELinux 2010.

The SIFs are calculated for different models with different crack sizes for all the cracks in
the configuration, but with same crack increment for all the cracks, because the service data
shows that in MSD all cracks are roughly the same length [9] (“catch-up” phenomenon).
The results are presented through normalized stress intensity factors (geometry factors )
for all cracks in analyzed configuration denoted as in Fig.1.b. The length of the cracks 1
and 2 is marked as al, and the length of the cracks 3 and 4 is marked as a2 (the model is
symmetrical). The results are shown on Fig. 2 and Fig. 3.
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—#— Appoximation method —#— Appoximation method
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Figure 2. Normalized stress intensity factors for crack tips 1 and 2
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Figure 3. Normalized stress intensity factors for crack tips 3 and 4
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As it can be seen from the graphs, there are excellent agreements between results obtained
by finite element based computer program, approximate procedure which uses influential
coefficients, and FRANC2D/L, especially for cracks 1 and 2. All differences are less than
5%, except in two cases where difference was about 10%. Those cases are the ones where
adjacent cracks were large, with plastic zones that suggest link up occurrence.

For cracks 3 and 4, the agreements between results obtained by FEM based software and
approximate procedure is excellent, but the solution obtained in FRANC2D/L differs more
from these results, as the cracks grow. This can be explained by the fact that the interaction
between the cracks was not quite adequate in case of FRANC2D/L model. This could be
improved by better meshing of the region between the cracks and even crack numeration.
Nevertheless, the obtained solutions for SIFs are absolutely acceptable from an engineering
point of view.

4, Conclusion

Using commercial FEM software, which is currently widely available, the calculations of
stress intensity factors for typical aero structural configuration with MSD were conducted.
Those factors were also obtained by approximate procedure. The analysis of all results has
shown that the obtained solutions can be used for the prediction of SIFs in analyzed
configuration with acceptable accuracy, from the engineering point of view. The
comparison between results also showed, the significance of accurate calculation of SIFs, in
order to provide a better prediction of MSD phenomenon.
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Abstract. A method is presented to establish accurately the interface forces (shear and
tensile) between plate and beams in rib-reinforced plates and, thus, to control debonding.
Contrary to other investigations, where the problem is highly simplified by assuming
parallel beams, herein the beams may have an arbitrary relative orientation and inclined
principal axes with respect to the plate plane. Numerical results are presented, from which
useful conclusions are drawn for the response of the plate-beam system.

1. Introduction

A thin plate reinforced with beams is a type of composite structure, used in almost all
modern engineering applications such as aircrafts, ship, building, bridges and machines.
They offer an economical and functionally way of construction by increasing the strength
and minimizing the weight. Ribs also increase considerably the buckling load, which is
crucial in light structures. Plates and beams may be connected uniformly or at separate
points, especially when they are made of different materials. Therefore, it is important to
evaluate accurately the interface shear and tensile forces in order to control debonding and
ensure the integrity of the composite structure. The debonding has been examined
experimentally [1] and theoretically using semi-analytical [2] and numerical methods, such
[3,4]. In all previous investigations the solution was highly simplified by assuming parallel
beams with symmetrical principal axes. Herein, the plate-beam system is studied by
extending the plate-beam model introduced by Sapountzakis and Katsikadelis [5] to enable
analysis of plates stiffened by arbitrary oriented beams with principal axes inclined with
respect to the plate plane. First the plate-beam model is presented and the differential
equations for the plate and the beams are derived by minimizing the total potential. The
AEM (Analog Equation Method) is employed to solve the resulting coupled differential
equations and establish the interface forces. Numerical results are presented and useful
conclusions are drawn for the response of the plate-beam system. The accurate computation
of interface forces enables the control of the debonding between plate and beams.

2. The plate-beam model and the governing differential equations

We consider a thin elastic plate of uniform thickness A stiffened by L beams of length
(1=0,1,2,...,L) having arbitrary orientation under the transverse load g¢(z,y) and the
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inplane boundary forces N.,N:. The plate occupies the two-dimensional multiply
connected domain © with boundary T' U, T, (Fig. 1). The beams have a uniform cross
section with principal axes inclined with respect to the plate plane. The plate is supported
along the boundary, whereas the beams may have point supports.

~ point support
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Figure 2: Interface (a) forces (b) moments along the trace of the beam

The model of analysis of the plate-beam system is shown in Fig.2. The beams are
separated from the plate by a section at the lower surface of the plate. Subsequently, the
deformation of the plate and the beams under external loading and the unknown interface
tractions is considered. The continuity conditions at the interfaces yield the necessary
equations for the evaluation of the unknown interface forces. As the variations of the
interface tractions ¢.,#, and ¢, along the width ¢ of the contact area are unknown, we
work with their resultants. Hence, we define the interface quantities.

+t/2 +t/2 +t/2
f— f— = 1
pe L/Q tedn Py L/2 tidn. b L/Q tedn (1a,b,c)
+1/2 +1/2
me = f nicdn , me = — ntedn (1d,e)
—t/2 —t/2

On the basis of the above consideration, we come across the following two problems. The
overbar denotes quantities referred to the plate axes or beam principal axes.
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2.1. For the plate
The plate undergoes bending combined with inplane deformation.

(i) Transverse deflection
DV4U} — (Nzw,zz +2wa,ry +N.1/w71/.1/ ) + Z (ﬁfwaf +2_)”w777 )6(77) =49

J

_ in Q ?3)
8(5( ) 8mq n
+ 8(n +—90
2 7l on T g 20
Vw + Nyw,, +N;w, +krw + e(s)my /‘ng‘ =V, orw=uw
. . onT (4a,b)
Mw — kpw, = M, or w,=w,
(ii) Inplane deformation
1+v 1 _ 04(n)
V2 + 1+ 1 ,m+— b.1:6 + z T :O
u 1_1/(u vy) hG;{ (n)+m o cos¢
in Q (5a,b)
1 _ 06 .
v2v+ — (uT+UJ),J+hGZ bg/é‘(’l])ﬁ’mz%Slnd) =0
N” + 6(8)n71n5m2 /|nf| = " or Up = u:
(6a,b)

N, —e(s)n;m. /|n§| =N, or w=u
2.2. For the beam

The beam undergoes biaxial bending and nonuniform torsion combined with axial

deformation.
(i) Axial deformation

EAW" = —p; 0< &<l @)

Ne=P  or u=u at £=0,1, N:=FEA7 (8)
(ii) Bending about the 77 axis

ElLy(w" +7s0") — New” + pew’ = pe + mi) 0<¢<i 9)

Q. —Nw' =P —m, o w=w at £=0,1 (10a)

M,=M, or w=uw" a £=0, (10b)
(i) Bending about the in ¢ axis

EI: (0" —(s0") = Nv" + pv’ = p, — ml 0<&< (11)

Q +N' =P +m or v=uv"and M. = M, or v =+ at £€=0, (12ah)
(iv) Torsion about the ¢ axis

Ic

ELO" —GLO" + s BLw" —GELv"” - 9”+Ap0’ e — oo +mld,  (13)

M, +%CN50’ =M, +pp—mchp; or =6 at £=0,l (14a)

M, = _‘Pf*¢ + Mg(b?ﬁ or 9/ = (9,* at 6 = Ovl (14b)
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3. Numerical example

The nonlinearly coupled equations combined with the continuity conditions are solved
using the AEM [6] and the interface forces are computed. Several problems have been
studied. In Fig. 3 results are shown for the rectangular plate of thickness A = 0.05 m
reinforced with two beams of rectangular cross section (0.40 x 0.10). The elastic constants
of plate and beams are £ =210 MPa, v = 0.3. The results are compared with a FEM
solution obtained from a three dimensional analysis (Fig. 3d).
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Figure 3: (a) geometry of rib-reinforced plate, (b) transverse deflection surface of the plate,
(c) interface forces (beam 1) and (d) displacements at beam 1 axis.

4, Conclusions

In this paper a method is presented for the analysis of plates stiffened with arbitrary
orientated beams. The method enables the accurate evaluation of the interface, which may
cause debonding, ensuring thus the integrity of the plate-beam system.
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Abstract. Material conservation laws and associated path-independent integrals play a
prominent role in the assessment of defects in structures. Especially Rice’s J Integral is
widely used in fracture mechanics. For systems governed by a Lagrangian, the usual tool for
the derivation of material conservation laws is the application of Noether’s first theorem in
combination with Bessel-Hagen’s extension. The so-called Neutral-Action (NA) method is a
different approach. Its advantage in comparison with the classical Noether’s approach lies in
the fact that it is applicable to field equations that are not necessarily the Euler-Lagrange
equations of a variational principle, i.e., for systems not governed by a Lagrangian. After a
short review of the NA method a complete set of characteristics and the associated
conserved currents are derived and interpreted in physical terms.

1. Introduction

Noether’s first theorem [1] and the Neutral-Action (NA) method [2] are competitive
methods to derive conservation laws in field theories governed by a Lagrangian. If a
Lagrangian is not available, only the NA method is applicable. Within this paper, we are
concerned with the linear theory of elasticity. For a three-dimensional body made of
homogeneous isotropic material (Lamé’s constants A and ) we adopt the Navier-Lamé

equations (cf., e.g., [3]), which read in the absents of body forces as
Ay =pu;y +(A+ ;=0 1)

i Jodi

(displacements u, , an index following a comma denotes partial differentiation with respect
to the indicated independent variable, summation is implied over repeated indices).

The so-called characteristic functions f, leading to conservation laws are determined via
the NA method by

E (fA)=0s fA =P, @
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E, () are the Euler-Lagrange equations and P, are the conserved currents. With (2b), a
conservation law is obtained, since integration over the volume V of a Body B and
application of the divergence theorem (surface A unit outward normal vector n, ) leads to

j dv = jpndA 0, 3)

giving rise to path-independent integrals. If we restrict the characteristic funtions f, to
depend on the independent variables x;, the dependent variables, i.e., the displacements
u, (x;) and the displacement gradients u,

fi = fi (inuk’u(,m)1 (4)
a complete set of conservation laws can be derived [4], [5].

2. Conservation laws

We will concentrate on two different groups of conservation laws. The first group follows
from the characteristic

f, =b (x,)u,, + fju;. (5)
with

0 1 2
bk= ()+‘9an mﬂrs)+Xﬂ+(2XkX km n n ﬂé)

6
i’ =& k(1)+_5ﬂ+(n 2)8% ) ©

and describes material transformations (; and ¢, are the Kronecker and the permutation

symbol, respectively). The value of n is equal to 3 for three-dimensional problems, equal
to 2 for two-dimensional problems (plane strain) and equal to 1 for one-dimensional
problems (tension and compression of bars).

The four transformations S, A, g and B lead to the four conservation and balance
laws [4], respectively

Translation B #0: by, =[Wg —oyu, ;] =0,

Rotation pO£0: & [xkbu. +u,0; ]i -0,
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Scaling L+0 |:ijij+2_;nujGij:| -0,

Inversion BP =0 {(me X = X, X, O )y + @
+ (2xkum +(2=N)X,U, —2X,U,8,, )Gik

+ n,u(umui +%u(u,§mi ﬂ =(nA+@A+n)u)u, u,.

The term by is the by-know well-known Eshelby Tensor involving the strain-energy

density W and Cauchy’s stress tensor o, . On integration over the volume V of a body B

and application of the divergence theorem, equation (7a) gives rise to Rice’s J integral [6],
which describes the energy-release rate due to the translation of a material inhomogeneity
within the body. In a similar way, (7b) and (7c) resemble the L and M integrals
introduced in [7], but discussed much earlier in [8]. The integrals L and M indicate the
energy-release rates due to a rotation and a self-similar expansion of the inhomogeneity.

Inversion does not give rise to a conservation law but rather a (more or less) trivial balance
law. The ride-hand side of (7d) vanishes either under the unphysical condition
(n=3):34+7u=0, ie., Poisson’s ratio v=7/8 or for the special case of an isochoric

deformation, i.e., u,, =0.

The second class of characteristics are scaled with the parameters of the material under
consideration and are given by

fi = Co(X) [ (A+21)8, 8 + 15Oy U+ T (XU,

with a similar appearance for c,(x,) and f; as b, (x,) and fijb in (6), respectively. The
conservation laws follow to be

Translation r2 =00 ¢, =0,

Rotation yO#0: g, [(A+wxcy, +u(A+3u)uo,
+2,u3uk (Um,m5j« —um,§jm)1j =0,

Scaling y#0: [XC;+uu (o +u 5y —uy ) (8)

+% (UjU, U 11, :%(3/1+7y)uiyiuj,j,
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] 1
2 .
Inversion 7@ #0: KXiXk _Exrxlé‘ik Ci + X (0}, Up,

uj,,um,/l,ﬂ)+(ujv(um,ﬂ,y)}

)]

1
= E (3/1 + 7#)(X| ’ uj,kum,n ’ A” ,U)
The tensor ¢; is given in displacement gradients as

1
G = E(i+2ﬂ)(l+ﬂ)uk,kuué‘ij +1u2uj,k (Ui —Uiy) o)
+,U(/1+2/4)uk,kui,j

and coincides with Q; in Olver’s paper [9]. Rotation leads again to a conservation law

(8b), whilst scaling (8c) and inversion (8d) yield rather balance laws, the right-hand side
being proportional to the same factor 341+7x as discussed above. The term in round

brackets of (8d) are not given explicitly. They involve complicated combinations of the
terms indicated within the brackets and do not disclose any physical interpretation.

3. Applications

On evaluating the proposed path-independent integrals around a crack tip, they prove to be
favourable tools to calculate stress-intensity factors separately with advantages in the
numerical implementation and in the accuracy obtained. In addition, defect interaction
problems are investigated in terms of material reciprocity. Further, the potential and
possibilities to apply conservation laws and reciprocity theorems in continuum damage
mechanics are discussed.
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Abstract. The subsea pipeline fabricated using HSLA-65 steel is used in high-
pressure/high-temperature environments. Because of the operation environments, the
HSLA-65 steel has a temperature gradient in the thickness direction. Further, pipeline failure
occurs frequently in these environments. High temperature and corrosion are known to be
two of the major reasons causing pipeline failure. To prevent pipeline failure, an increased
number of researchers are conducting extensive research on the structural integrity of these
pipelines. In the present study, numerical studies for evaluating and predicting the nonlinear
material behaviors as well as the failure characteristics of the HSLA-65 steel are carried out.
First, temperature- and rate-dependent constitutive-damage models are introduced for
describing the material nonlinearity and damage growth. The introduced constitutive-
damage models are implemented using ABAQUS as a user-defined material (UMAT)
subroutine. Moreover, a structural analysis using the developed UMAT is carried out.

1. Introduction

Since the 1950s, many pipelines have been laid out for transporting oil and gas across the
world. However, the number of accidents related to these pipelines has also increased
considerably with the increasing number of operating pipelines [1-2]. Most of the pipelines
are exposed to high-pressure/high-temperature (HP/HT) conditions during operation. The
HT results in a temperature gradient in the thickness direction of these pipelines. Hence, in
the present study, numerical studies for the evaluation and prediction of the nonlinear
material behaviors as well as the failure characteristics of the high-strength low-alloy
(HSLA)-65 steel are conducted. First, the temperature- and rate-dependent constitutive-
damage models are introduced for describing the material nonlinearity and damage growth
[3]. The introduced constitutive-damage models are implemented using the ABAQUS as a
user-defined material (UMAT) subroutine [4]. The numerical simulations are compared to
the uniaxial tensile test results of the HSLA-65 steel to validate the proposed numerical
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models and computational methods. Moreover, the developed UMAT is used for carrying
out a structural analysis.

2. Material Properties

Table 1 shows the chemical composition of the HSLA-65 steel. The relatively high strength
of HSLA steels is attributed to a combination of ferrite grain refinement and precipitation
strengthening [5]. HSLA steel has good ductility and plasticity even at low temperatures
and high strain rates [6]. Because of these advantages, this metal has been widely used in
heavy industries. In particular, it is suitable for use in naval surface vessels, automobiles,
and pipelines. Fig. 1 shows the tensile test result of the HSLA-65 steel.

Table 1 Chemical composition of HSLA-65 (wt.%)
C Mn Cu Si Cr Mo \Y Ti Al Nb Ni P S Balance
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(a) Strain rate of 107%/s (b) Strain rate of 1/s
Figure 1 Representative tensile test of HSLA-65 steel [8]

3. Isotropic Viscoplastic-Damage Model for HSLA-65 and Its Application to ABAQUS
UMAT

Bodner and Partom proposed a unified viscoplastic constitutive model (BP model) to
represent inelastic creep behavior [7]. The BP model is applicable to a wide range of time-
dependent problems. In the present study, a viscoplastic constitutive model is developed
based on the BP model.

2n
. 1( z NELS
£h =Dy exp{—— 4 (1)
2 Oeff Ot

The variable Dy denotes the assumed maximum plastic strain rate, which is generally in the
order of 10* [7]. The parameter n has a temperature-dependent value. The loading history-
dependent hardening parameter Z is a total hardening variable, which is referred to as an
isotropic hardening variable in this study, and indicates the overall resistance level of
materials to a plastic flow [7].
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A damage evolution model is also taken into account in the constitutive relation to reflect
the material damage based on the concept of effective stress [7]. The evolution of the
material damage variable is expressed as

(b+1)/b

. b 1 .

a):ﬁ[ln(gﬂ Q @
Q = @0 + B 4715 | ®)

where b and h in Eq. (2) are the material constants [7] and Q is the assumed multiaxial
+
stress function developed by Hayhurst and Leckie [9]. “max is the maximum tensile

+
principal stress, Iy is the first stress invariant, I' is the material constant, and ¢ , ﬂ, and

¥ are the stress function control parameters satisfying * *8+7 =1

The aforementioned isotropic viscoplastic-damage model has been implicitly formulated
and implemented using the ABAQUS user subroutine UMAT. In the present study, a
constitutive equation is implemented as an implicit formulation using the definition of the
algorithmic tangential stiffness (ATS) tensor [10].

4. Comparison of Simulation and Experimental Results

Fig. 3 shows a comparison of the stress—strain relation between the experimental and
simulation results. The simulation results, which are obtained using the proposed isotropic
viscoplastic-damage model for the RPUF, agree well with the experimental results.
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(a) Strain rate of 10%/s (b) Strain rate of 1/s
Figure 2 Comparison of stress—strain relation between experimental and simulation results

5. Numerical Simulation applied to Pipeline under Internal Pressure

In this section, we discuss the developed ABAQUS UMAT of the HSLA-65 steel used for
making a pipeline under internal pressure. In this study, we use a quarter of the full model
under symmetrical conditions. The outer diameter and wall thickness of the considered
pipeline are 762 mm and 17.5 mm, respectively. A monotonically hydrostatic pressure is
applied to the inner surface of the model. The FEA model considers the temperature
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gradient along the thickness direction on the basis of a thermal transfer analysis of the
pipeline. Fig. 3 shows the representative results of the pipeline FEA.

Figure 3 Representative results of pipeline FEA

6. Concluding Remarks

In this study, numerical studies for evaluating and predicting the nonlinear material
behaviors as well as the failure characteristics of HSLA-65 steel were carried out. The
temperature- and rate-dependent constitutive-damage models were introduced for
describing the material nonlinearity and damage growth. Further, the introduced
constitutive-damage models were implemented using ABAQUS as a user-defined material
(UMAT) subroutine. The simulation results were found to agree well with the uniaxial
tensile test results of the HSLA-65 steel. Moreover, we could predict the failure of the
pipelines on the basis of the simulated corrosion defects under an internal pressure
condition using the developed ABAQUS UMAT.
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Abstract: Efforts to improve models able to simulate damage distribution and its posterior
localization in quasi-fragile materials as concrete and rocks are reported in this paper. The
authors use a lattice model, increasingly employed in computational mechanics. The basic
tool in the present study is a version of the so-called truss-like Discrete Element Method
(DEM), which has been used with success in applications in solid mechanics problems
where the simulation of fracture and fragmentation is relevant. It is shown that it constitutes
a simple and versatile numerical tool to simulate anisotropic damage and its localization in
quasi-fragile materials. Comparisons between several uni-axial constitutive laws are
presented. The performance of the models examined in tensile tests allows the derivation of
preliminary criteria concerning the influence of the constitutive law on the global results.

Keywords: Fracture mechanics, crack growth, dynamic fracture, truss like discrete element
method

1. Introduction

During the 1960s an alternative set of computational methods, which do not use a set of
differential or integral equations to describe the problem in its spatial dominium was
introduced. Depending on the type of individual elements adopted, such as particles or bars,
different methods were developed. In the process, an alternative approach has emerged,
called by Munjiza [1] computational mechanics of discontinua, which is now an integral
part of cutting edge research in different fields of solid mechanics.

The lattice model used in the present paper adopted results from Nayfeh and Hefzy [2] to
determine the properties of an equivalent orthotropic elastic continuum to model aircraft
panels made of large numbers of small interconnected bars. This allowed the representation
of an orthotropic elastic continuum using a regular truss lattice, to develop the DEM for
solid mechanical problems, approach proposed by Riera[3] to determine the dynamic
response of plates and shells under impact loading when failure occurs primarily by
tension, which is generally the case in concrete structures. Numerous applications of DEM
to model shells subjected to impulsive loading (Riera and Iturrioz, [4] and [5]); fracture of
elastic foundations on soft sand beds (Schnaid et al.[6]); dynamic fracture (Miguel et al.
[7]); simulation of earthquake motions (Dalguer et al.[8]); scale effect in concrete (Rios and
Riera[9]) and in rock dowels (Miguel et al.[10] and Iturrioz et al.[11]) and crack
propagation (Kosteski et al.[11] were published subsequently. This version of the DEM
constitutes a simple and versatile numerical tool to simulate anisotropic damage and its
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localization in quasi-fragile materials. In this paper we examine the influence of the shape
of the constitutive element law on the global response of the structure and we propose
global parameters to evaluate the evolution of damage and quantify the level of
localization.

2. Truss-like discrete element method (DEM)

The Discrete Element Method employed in this paper is based on the representation of a
solid by means of a regular 3D arrangement of elements able to carry only axial loads
shown in Fig 1.a and b The discrete elements representation of the orthotropic continuum
was adopted to solve structural dynamics problems by means of explicit direct numerical
integration of the equations of motion, assuming the mass lumped at the nodes. Each node
has three degrees of freedom, corresponding to the nodal displacements in the three
orthogonal coordinate directions. For an isotropic medium, the equations that relate the
properties of the elements with the elastic constants are:

Y e _pp? (9+85)
4-8v 2(9+125)

5= e 2B (1)

in which E and v denote Young’s modulus and Poisson’s ratio, respectively, while A, and
Aq represent the areas of normal and diagonal elements.
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Figure 1. DEM discretization strategy: (a) basic cubic module, (b) generation of prismatic body.
(c) comparison between the different ECRs of the uni-axial DEM elements considered in the paper.

The resulting equations of motion may be written in the well-known form:

MX+Cx+F, (t)—P(t)=0. )
in which X represents the vector of generalized nodal displacements, M the diagonal mass
matrix, C the damping matrix, also assumed diagonal, F, (t) the vector of internal forces

acting on the nodal masses and 5(t) the vector of external forces. Obviously, if M and C
are diagonal, Equations (2) are uncoupled and may be integrated in the time domain using
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the explicit central finite differences scheme. Since the nodal coordinates are updated at
every time step, large displacements can be accounted for in a natural and efficient manner.

Riera [3] and Riera and Rocha [13] adopted the softening law for quasi-fragile materials
proposed by Hilleborg [14], extending the Discrete Element Model to handle fragile
fracture. The first constitutive law was the bilinear shown in Fig 1c, which was extensively
used to simulate the behavior of quasi fragile materials. But in the present work alternative
Element Constitutive Relationships (ECRs) were studied, namely the tri-lineal model and
the exponential softening model also shown in Fig 1c. Riera and Rocha [13] defined the
toughness G as a random variable with a Weibull probability distribution with two
parameters.

3. Damage assessment

In the ensuing comparison of the performance of the different laws, damage in an element
is quantified by a dimensionless number between 0 and 1. This damage index is defined as
the relation between the energy dissipated by damage and the energy necessary to fracture
the area of influence of the element. This index, denoted as Ip, aims at quantifying the
scalar damage, by averaging the damage index of all 26 elements in a given cubic modulus.
The directional index Ip;, j=X,y,z quantifies damage in the coordinate directions x,y and z.
The proposed damage indexes were computed in simulated square plates, fixed at their
lower face and subjected to monotonically increasing displacements at nodes on their upper
face, which induce a nominally uniform strain rate in the specimens. The plates were
analyzed up to complete failure. In all cases, nodal displacements in the normal direction to
the plate middle surface were restrained, in order to simulate Plane Strain conditions. It is
important to notice that the specific fracture energy Gy is modeled as a random field.

The plate final configurations, obtained with the three ECR exammined herein were
similars, for which reason only one DEM rupture configuration is shown in Fig 2a. The
global response in terms of stress and strain for the models using the three ECR is presented
in Fig 2c. Also in this case the global responses are similar up to the maximum stress. After
this point, the differences among the responses increase.
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Figure 2. (a) A typical DEM rupture configuration. (b) Damaged map in the white point indicated in Fig (c). (c)
Global Stress Strain curves for the ECR proposed.



180 Kosteski et al.

In Fig 2.b the scalar damage index Iy at the point indicated in Fig 2c is shown for the three
laws examined herein. In this case the three models presented similar patterns. Note also
that an incipient coalescence of damage clusters, shown within dotted contours in Fig.2.b,
may be perceived.

4- Conclusions

The theoretical basis of the truss like Discrete Element Method (DEM) is summarily
presented. Three Element Constitutive Relations (ECR) are described: Hilleborg’s Model,
the tri-linear and the exponencial softening models. A preliminary evaluation of these three
models in a tensile test simulation is herein presented for only one set of parameters, that is,
the same G; and the same &,. It is initially concluded that:

-No perceptible difference was found between the three models up to the peak load. The
influence of the softening shape on global results was marginal, possibly due to the
filtering effect of the randomness introduced in the models.

-The proposed damage index captures incipient localization at the point indicated in Fig 2b,
(see the dotted contours).

- Finally we suggest that the method proposed could be a useful tool to evaluate the
transition between damage and fracture in solid mechanics problems.
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Abstract. The paper presents an analysis of the results of continuous remote monitoring of
crack displacements induced by vibrations from blasting and earthquake as well as daily
changes of temperature and relative humidity on the house located at 950 m from the final
contour of the open pit copper mine Veliki Krivelj Bor, Serbia. Cracks were observed in the
period from early August to early November 2010. Along with crack monitoring, vibration
monitoring instruments were also placed in the house for continuous measurement of blast-
induced vibrations. During continuous remote monitoring, the earthquake occurred on
November 3 2010 with the epicenter located ten kilometers north of Kraljevo, Serbia.
Vibration instruments recorded successfully the vibrations induced by earthquake.

The measurement results showed surprisingly large crack response to daily variations of
temperature and relative humidity. Crack displacements were several tens of times larger
than the displacements due to vibrations from blasting while the maximum crack response
from the earthquake was six times greater than that from blasting.

1. Introduction

Blasting is still the most effective and inexpensive method for primary fragmentation of
hard rocks in mines. Some blasting effects are desirable while others are not useful and
might be even dangerous for the environment [1]. The owners of residential structures
located around the mine sites the appearance of new cracks on structures usually associate
with blast-induced vibrations. Damage in buildings can be classified into two types: 1)
cosmetic and 2) structural [2]. The formation of minor hairline cracks on drywall surfaces is
referred to cosmetic damage while structural damage involves more major cracking.
Basically, cracks are found to be caused by the following: differential thermal expansion,
structural overloading, chemical changes in mortar, bricks, plaster, and stucco, shrinkage
and swelling of wood, fatigue and aging of wall coverings, differential foundation
settlement [3]. Crack response is measured in terms of crack displacement, i.e., change in
crack width, rather than total crack width [4]. Therefore crack response may be positive or
negative since it is a measure of change rather than absolute width.

2. Remote continuous monitoring of crack displacement

Crack displacements were being monitored continuously within the period from early
August to early November 2010. Along with crack monitoring outside/inside temperature
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and relative humidity were also measured. Sampling intervals were 1 and 2 min. During
some blasting operations, crack displacements were measured directly with a sampling
interval of 1 s. Also, high-speed crack monitoring was activated so the system recorded
crack displacement 100 times per second. Along with the crack displacement measurement,
blast vibrations were also measured with two four-channel vibration monitoring
instruments [5]. Distances from the instruments to blasting sites were determined by the
GPS system. During continuous remote monitoring, the earthquake occurred on November
39 2010. The epicenter of the earthquake was located ten kilometers north of Kraljevo . The
earthquake had magnitude of 5.3 (Richter magnitude scale) and took place at 01:56 local
time. Vibration instruments recorded successfully vibrations from earthquake.

2.1. The system for continuous remote crack displacement monitoring

g Continuous remote crack

— displacement monitoring was
carrying out using the system [6]
“‘ “ shown in Figure 1. The system
o consists of two data loggers, a device
- Data logger Data logger "= A . )
= *,/// for data transmission and alarming,

Device for data 4 -
Emason et aniig enaasmacenen NC SOftware and crack displacement,
air temperature and humidity sensors.

::::::

Figure 1. System for continuous remote crack monitoring

Air temperature and humidity sensors are in data loggers. Measuring and storing rhythm of
data loggers are adjusted via pc software. There is an option to activate high-speed crack
monitoring with up to 100 Hz. Device for transmission and alarming is fully automated for
data transmission via e-mail and for alarming via SMS or e-mail. Start time and data
transmission frequency are configurable via pc software.

3. The location of the house and monitoring
instruments

The house is located 950 m from the final

o contour of the open pit copper mine Veliki

instrument Krivelj, Bor, Serbia. Positions of the crack

N displacement sensors and vibration monitoring

instruments are shown in Figure 2. Crack

displacement sensors were mounted on the

Py wall perpendicularly to the long direction of
S the crack in the plane of the wall.

Figure 2. Plan view of the house showing the locations of
the crack displacement sensors and vibration monitoring
sensor 1 instruments, [7]

“4/Vibration monitoring

4. Analysis of results of the crack displacement measurements

Figure 3a. shows blast vibration waveform recorded by vibration monitoring instrument 2
during the blast carried out on August 7" 2010 at 13:05 h. The maximum peak was vertical
peak particle velocity 0.66 mm/s with a dominant frequency of 12.5 Hz. Maximum charge
weight per delay in this blast was 330 kg and the distance between the house and the
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blasting field was 1425 m. Maximum displacements of both cracks induced by this blasting
were 3 um, (Figure 3b).

— Cisplacement of crack 1

B
H
2
i
i,
H
]
.
gL st g 90 -

Tim (s)

Peak particle velocity (mmis)

— Displacement of crack 2

IR

0 05 1 15 2 130448 13083 130844 130658 130741

a) Time (s) b) Timo fs)

Espiacement (um)
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Figure 3. a) Blast vibration waveform and b) maximum displacements of crack 1 and 2 due to the blast performed
on August 7% 2010 at 13:05 h

Within the whole observation period, the values of recorded peak particle velocities were
far less then 5mm/s. According to the German standard DIN 4150-3.1999 [8] no cosmetic
damage of residential structure is expected when peak value of any of three components of
particle velocity is in the range of 5-15 mm/s at frequencies from 10 to 50 Hz. Sometimes
the measured vibration velocities were under 0.5 mm/s (trigger level of the instruments).

The values of crack displacement induced by blasting were in the range of 3 to 5 um.
Fidgure 4. shows measured peak particle velocity due to earthquake occurred on November
2010 at 01:56 h. The values of peak particle velocities recorded by the same instrument
were: vertical peak 1.86 mm/s (freq.
3.54Hz, dominant freq. 3.0HZz),
longitudinal peak 1.77 mm/s (freq.
3.64Hz, dominant freq. 2.4Hz) and
transversal peak 1.75 mm/s (freq.
‘ .‘ "\' (e “ l w ’\u ‘”H ‘B \”,g i 5.04Hz, dominant freq. 2.1Hz).
! Maximum displacement of crack 1 due
to the earthquake was 11 um while the
displacement of crack 2 was 18 pm,

Figure 5.

V component  —— L component T component

Peak particle velocity (mmva)

Time (s)

Figure 4. Measured peak particle velocities due to earthquake occurred on November 3 2010 at 01:56 h

During the whole observation period the weather conditions varied, with outside
temperature and relative humidity ranging between -2.5 °C and 35.7° C and 31.9 to 88.3 %
respectively [7]. Within this period, the interior of the house was not heated. Figure 5.
shows the measured maximum displacements of both cracks due to daily changes in
temperature and relative humidity from October 24™ 2010 at 14:52 h to November 5" 2010
at 10:58 h. Measuring intervals of temperature, relative humidity and crack displacement
were 2 min. Positive values in the graphic show shrinkage of crack while the negative ones
show crack expansion. Time axis is divided into 720 (x 2min) or 24 h. Maximum shrinkage
of crack 1 of 174 um (peak to peak) was recorded from November 4" 2010 at 14:42 h to
November 5™ 2010 at 4:52 h and maximum expansion of 164 um was recorded from
November 4™ 2010 at 8:12 h to November 4™ 2010 at 14:22 h, [7,9]. These values of
shrinkage and the expansion of crack 1 were also the highest values during the whole three
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month observation period. Within the whole monitoring period, maximum shrinkage of
crack 2 of 64 um was

Inside temperature  — Inside relative humidity ~—— Outside temperature —— Outside relative humidity

0 N ACAAAAASY  from August 27" 2010 at
- 0 720 1440 2160 2880 3600 4320 5040 5760 6480 7200 7920 8640 10:39 h to August 27th 2010
e at 17:14 h of 77 um [7,9].

——Maximum displacement of crack 1 ~——Maximum displacement of crack 2

& ® recorded from August 23"
¥ MQ’QUQVQ@VQVA 2010 at 20:13h to August
i w 24" 2010 at 8:10 h while
o maximum expansion was

Figure 5. Measured maximum
Earthquake

150 < displacements of both cracks due to
00 daily changes in temperature and
relative humidity from October 24"
2010 at 14:52 h to November 5"

2010 at 10:58 h with the
50 displacements of both cracks
] 720 1440 2160 2880 3600 4320 5040 5760 6480 7200 7920 8640

Time (2 min) induced by earthquake

Maximum displacement of both
cracks (um)
o
8

5. Conclusion

Continuous remote monitoring of crack displacements on residential structure has shown
that the effect of weather is not so negligible. Crack displacements caused by daily changes
in temperature and relative humidity were several tens of times larger than the
displacements due to vibrations from blasting. Some researchers [10] reported that the
measured crack displacements induced by blasting when the peak particle velocity was
even 10 mm/s were still only 1/6 those induced by daily temperature changes. It should be
noted that when the blast operations are control and the levels of blast-induced vibrations
are within the prescribed limits [8], there is no risk of damage to residential structures.
Measured crack displacements induced by the vibrations from earthquake were six times
greater than the displacements induced by blasting vibrations.
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Abstract. The turbine housing of an exhaust turbocharger is exposed to extensive cyclic
thermo-mechanical loading. Consequently, the design of the turbine housing becomes a
major challenge in ensuring the guaranteed lifetime in relation to the high-temperature
behavior of the materials. In a first step a phenomenological lifetime estimation approach
together with a constitutive material model of Chaboche-type was developed and validated.
The present study deals with the more detailed analysis of application-specific phenomena.
The influence of strain rate and mean strain has been investigated on the austenitic casting
material Ni-resist D5S within the framework of turbine housing design adaption.

1. Introduction

The most cost-intensive key component of a turbocharger is the turbine housing (T/H) that
provides the kinetic energy required for charging. Numerous test stand runs are generally
inevitable in order to find the appropriate combination of the complex design and the
material. Hence, there is a demand for reliable calculation methods allowing lifetime
assessment with respect to thermo-mechanical fatigue (TMF) early in the design process.
Improvements in this respect could be showed in terms of coupling the numerical
component structural analysis with a validated phenomenological lifetime estimation
approach based on creep-fatigue interaction [1]. Both thermal shock tests on turbine
housings and TMF tests on specimens subject to characteristic load conditions have been
conducted for identification and verification purposes to adapt the lifetime approach for
T/H design [2]. To improve the adaption process, the influence of strain rate and mean
strain has been investigated as application-specific phenomena which could occur due to
the arbitrary operation conditions.

2. Lifetime assessment

The constitutive material model of Chaboche-type [3], [4] applied in the preceding Finite-
Element analysis (FEA) is limited to rate-independent plasticity due to the balance between
effort and quality. Time-dependent phenomena such as creep and stress relaxation, which
are essential to calculate creep damage, are subsequently recalculated within the lifetime
approach.

The lifetime assessment is based on a phenomenological approach, see e.g. [5], to estimate
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the number of cycles until crack initiation N¢. By applying the life fraction rule [6] for creep
and Miner’s rule [7] for fatigue, failure is determined from the cycle at mid-life by the
summation of fatigue damage L and creep damage L, wherein both failure fractions are
approximately independent of each other. The damage evaluation follows Equation (1)
resulting in the material-specific creep-fatigue damage sum L.

L +L, =N, [Z—iﬂ"((;j)) +Ni] =L )

fo

Creep damage is calculated with respect to variation of stress during a cycle. When
fulfilling the creep condition at an individual increment j within a cycle, the quotient of the
corresponding incremental time interval length At; and the rupture time t, of the effective
stress o; during the increment is calculated. To obtain the effective acting stress o;’, the
stress relaxation of FEA resultant stress oj is recalculated by the use of both, the Norton-
Bailey power law [8] to describe secondary creep and the time hardening rule. The stress
relaxation term in Equation (2) is calculated with backstress X; correction and by the
subtraction of the continuous accumulated creep strain eg; multiplied by the Young’s
modulus E; at increment j.

*

o,=0;,-X; —Eje.;, &,;=¢6,;.14¢; (2)
In the case of fatigue damage, it is proposed that the LCF life curves (see e.g. Figure 1) at
maximum cycle temperature T. and minimum cycle temperature T, together with the
maximum strain width range Aen.x be considered. In order to calculate a geometric
temperature-dependent mean value of fatigue life Ny at mid-life, the relationship in
Equation (3) was introduced.

11 1 1
=2 + @3)
N, 2|N, 4¢,.T... N, 4g.T

min

0 max ! max ?

3. Application-specific phenomena

In general, isothermal strain controlled LCF tests are conducted by applying symmetric
triangular shaped cycles fully reversed (strain ratio R,=-1) without dwell period at a
constant strain rate de=103s™. The strain load is driven by the constrained thermal
expansion of the T/H, so that several strain rates of lower magnitude as well as mean strains
(Re#-1) appear as a function of different T/H positions and time. Therefore, the influences
of the application-specific phenomena strain rate de and mean strain &, on the LCF life
curves and the deformation behavior at mid-life have been studied for Ni-resist D5S. The
deformation behavior affects the calibration of the material model applied in the FEA, and
the LCF damage behavior is important for the fatigue damage calculation.

In Figure 1, the effect of the strain rate de=107s™* compared to a power of ten lower strain
rate of 10™*s™ is shown. At moderate temperature around 200°C up to 500°C the LCF life
curves in Figure 1 () illustrate two effects. At higher strain width range, the cycle number
Nt decreases together with a lower strain rate. Due to the higher strain load and the lower
strain rate, the superimposed creep damage should be the main damage mechanism. In
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contrast to lower strain width ranges, the cycle number remains in the same range. It seems
that in the latter case, the ductility of the material dominates the failure mechanism and
creep, especially at lower loads, may become subordinate relevance. By increasing the
temperature to 700°C the effect described at higher strains seems to be inverted, the life
curves do nearly coincide. The ductility remains as the driving force for the cracking
behavior.

D5S — 1,0 — D5S
400°C
200°C 08
I0,20 r - 200°C
Ne | 2| ¢ Jo0ec
€ T ° °
o e 4 500°C
g & 04t
& £
g 800°C S |
8 de=10"s1 s 02 de=104s1
~ de=10s" 700°c 800°C 0%t
0,02 L L L L L 0,0 | | TdS—lO S
10 100 1000 10000 100000 0,0 05 1,0 15 2,0
(@ Number of Cycles N, - (b) Strain €, %

Figure 1. (a) LCF life curves and (b) Cyclic stabilized stress strain curves of D5S at strain
rate of 10°%s™* (black shaded line) and 10s™ (gray shaded line), respectively.

In terms of the stress strain behavior Figure 1 (b) demonstrates a significant drop in strength
at 700°C caused by lower strain rate.

The variation in strain ratio, Figure 2 (), indicates a loss of cycle numbers together with
higher mean strains at 200°C. This trend could also be observed at 500°C, but solely for
higher strains. At 700°C together with the higher ductility the difference between these two
strain ratios is negligible. Apart from scattering, an effect of mean strain on the cyclic stress
strain behavior at mid-life could not be observed, see Figure 2 (b). The curves are nearly
identically over the whole temperature range. By reaching the stabilized material condition
the stress response is already relaxed.

D5S — 1,0 — D5S
08 |
0,20 1 200°C
' o 06 |
o [ 400°C
CAS 500°C & 500°C
'S » 04 r
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5 —R=0 c 02 r R =0
= —R=1 700°C 800°C -R=1
0'02 Lol Lol Lol Lo 010 L L L
10 100 1000 10000 100000 0,0 05 1,0 15 2,0
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Figure 2. (a) LCF life curves and (b) Cyclic stabilized stress strain curves of D5S at R.=-1
(black shaded line) and R.=0 (gray shaded line), respectively.



188

4. TMF lifetime validation

In terms of damage evaluation and
validation of the lifetime approach, a
test series of in-phase TMF tests under
characteristic load conditions was
performed on smooth specimens [1].
Considering the testing results carried
out in the previous chapter, creep
damage fraction L, and fatigue
damage fraction L, until crack
initiation have been determined
pursuant to Equation (1) by use of a
representative cycle at mid-life; the
results are shown in Figure 3 (a). By
applying the evaluated mean creep-
fatigue damage sum, the recalculation
of the cycle numbers until crack
initiation N provides the TMF
lifetime estimations shown in Figure 3
(b). The results are compared to
measured values Ns.

5. Conclusion

Laengler et al.
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Figure 3. (a) Fatigue (La) and creep (L; damage fractions,
(b) recalculated number of cycles until crack initiation N¢ of
TMF tested specimens compared to experimental results Ny.

The lifetime estimation approach demonstrates a satisfactory estimated number of cycles
until crack initiation on specimens, while the adaption for T/H design is still ongoing.
Alternative fatigue damage methods, e.g. based on micro crack growth, are also focused. It
is assumed that tensile and compressive stress has equal effect on creep, and no distinction
is made when calculating the creep damage. But there is a demand for a refinement to

describe creep characteristics.
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Abdract. This investigation included experimental and nigaiestudies for the evaluation and prediction of
nonlinear material behaviours, as well as thedailbaracteristics of reinforced polyurethane flRRUF).
First, the failure phenomenon and stress-straitiore of RPUF are precisely investigated usirgreyzic
experiments. Next, in order to predict the diraefiomaterial nonlinear behaviours, an anisotropic
viscoplastic-damage model is developed. The prdposdel is coded using the ABAQUS user subroutine
UMAT. Finally, the numerical simulations are congpsto the uniaxial tensile and compressive tagtyes
of RPUF to validate the proposed numerical moddisamputational methods.

1. Introduction

Reinforced polyurethane foam (RPUF) is commonliytbin industrial fields owing to its advantages
such as excellent thermal barrier performance,dngtsorption, and light weight [1]. In order teida

and fabricate a robust RPUF-based structure,assential to evaluate the static/dynamic material
behaviour of RPUF. However, there is scant litezategarding experimental research on RPUF. The
existing research focuses on the elastic-dominaietrial properties, molecular structures, etc.

Hence, the present study examines the experintiial and numerical studies for evaluation of the
material nonlinear behaviours as well as failuggatteristics of RPUF. First, the failure phenomeno
and stress-strain relations of RPUF were predisedgtigated using systematic experiments. Next, in
order to predict the directional material nonlineaaviours, an anisotropic viscoplastic-damagesmod
was developed. The proposed model was coded beif§BAQUS user subroutine UMAT. Finally,
the numerical simulations were compared to thedahiznsile and compressive test results for RPUF
to validate the proposed numerical models and catigial methods.

2. Experimental Investigation of Anisotropic Material Behavioursaof RPUF

In order to investigate the material charactesisffdRPUF, uniaxial tensile and compressive tests w
carried out. Fig. 1 shows the experimental setupdoh test and specimen. Each test specimen was
fabricated regarding to x-, y- and z-axis directio order to investigate the anisotropic material
characteristics.

Fig. 2 shows the tensile and compressive testseBhk elastic modulus and yield/fracture strakses

for the x- and y-axis are nearly the same. Howessults for the z-axis are entirely different aydin its
different material properties.

3. Anisotropic Viscoplagic-Damage M odd for RPUF and ItsApplication to ABAQUSUMAT
In this study, a new anisotropic viscoplastic-damadel is proposed. There are lots of anisotropic

viscoplastic(-damage) model for metal and nonmedéérials. However, the yield surface and loading
dependence were not identified in their studiesgta the difficulty of defining these variables.

189
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(a) Tensile testing facility and specimen (b) Carsgive testing facility and specimen
Fig. 1 Experimental apparatus and test specimens
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(a) Tensile test (b) Compressive test
Fig. 2 Representative tensile and compressive testresult

The current study developed an anisotropic visstipldamage model that is characterized by the
explicit yield criterion and loading-unloading cdimths. The model was developed based on the
Bodner-Partom isotropic viscoplastic model. Moreotie different material behaviours under tensile
and compressive loadings were considered to degelbrittle and ductile material characteristitis
regard to the loading directions.

The inelastic strain rate and the plastic multiffitiethe anisotropic case can be modified as/stio

6
Da = ) AasTs &
=1
n
_ Dg | 33,
Ny =20 |32 2
ap \/E[Zgﬂ] ( )

wherep, andT, are the six-dimensional strain rate and the deiiatress, respectively, s is the
anisotropic plastic multiplierz,; is the anisotropic total hardenirgy is the limiting shear strain rate;

n is the strain rate sensitivity parameter; apds the second deviatoric invariant. Using the rimapp
algorithm, the anisotropic variables can be writien

©)
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The diagonal anisotropic total hardening ratezfey can be written as
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o |Zaa=0278 +(1-a)Z7us8, if Dy >0
Zaga={._ . . o 4)
Zoaa =02 8, —(1-0)Z7usé, if Dy <0
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where z3, and z,, are the hardness variables for the positive agdtine plastic strain rate,

respectively;q is the part of the total hardening rate thabigapic; ands, is related to the direct stress
by S =011, =022, 3= 033, S4=2012, S =203, S =203, . The anisotropic total hardening

rate can be broken down into a hardening part anfleming part, and each component can be defined
as follows:

2 =2} +23 ©)
Z=2%=0 @
7 = /\m,m{—zl_ - (1'”)210}0,5 ®)
Z10
Z; = Aaah[l-z—z_]TaTa )
2S

wherez; is the pressure-free flow resistangg, is the initial value ofz; , m is the rate of hardening,
a is the hardening parameter controlling the resompf the strain hardening; is the asymptotic

value of the end of the softenirg, is the saturation value @, , andh is the rate of softening.

In order to evaluate the damage evolution of RRtFGuUrson-Tvergaard model was adopted. Based
on this model, the void nucleation and growth dfJRIean be quantitatively described as follows:

The void volume fraction raté can be broken down into the void growth piget,, and the void

nucleation part,, . as follows:
f= f.grow*' f.nuc (10)
The void growth rate is given by the mass consenvatinciple as follows:
-1
‘ _ 2 0P 3 Zh ).
fgrow =3(1- f ) eqap f [zij E] smf{gt}zzj p 11)

wheres,, is the macroscopic hydrostatic stress,@nandq, are material parameters.

To capture the accelerated damage due to theticavith voids, according to the phenomenological
hydrostatic stress-controlled nucleation law, #hétation part can be expressed as follows:

g[mﬂdh 12

. fN
f =—F8€X
nue SZ]_O\/ 2 P|: 2 leo

wheres is the standard deviation, is the mean value of the hydrostatic stress,igna the volume
fraction of the RPUF particles.
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The aforementioned anisotropic viscoplastic-damamelel has been implicitly formulated and
implemented into the ABAQUS user subroutine UMAf. the present study, the stress update
algorithm is formulated on the basis of algorithmioduli [2]. The optical size of the time increment
At and the corresponding strain increment are detedising the material Jacobian matrix.

4. Comparison with Experimental Results

Fig. 3 shows the comparison of the stress-strétiores between the experimental and simulation
results. The simulation result, which was calcdldtased on the proposed anisotropic viscoplastic-
damage model for RPUF, coincided well with the exmntal results.

4 —T— T T T 4 T T
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— Simulation — simulation
3= 3=
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(@) Tensile test (b) Compressive test
Fig. 3 Comparison of stress-strain relation between empptal and simulation results

08

5. Conduding Remarks

This study proposed an anisotropic viscoplasticadgnmodel (with no yield surface and loading
independence) for RPUF to predict the tensile anapressive stress-strain relation for this material
The model also considered the effects of the édrwihpressive loading directions and
hardening/softening material behaviours. In additiee proposed model was implicitly formulated and
implemented into the ABAQUS user subroutine UMAheTsimulations were compared to the
uniaxial tensile and compressive test results &ffiRiB validate the proposed models and computétiona
methods; it was confirmed that the simulation tesihcided well with the experimental results.
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Abstract. The nonlinear behaviors of concrete are governed by the constitutive model of
concrete in the structural analysis. By appropriately considering the randomness and the
nonlinearity, the stochastic damage mechanics of concrete has been systematically
investigated by the author and collaborators. The achievements and recent developments are
briefly reviewed in the present paper. It is found that the behaviors of concrete show strong
dependent to the coupling of randomness and nonlinearity. And the random fluctuation of
should be carefully considered to handle the failure of concrete structures.

1. Introduction

As is well known, concrete plays an essential role for the construction of infrastructures. On
the other hand, some fundamental problems still remain controversial even in nowadays,
especially for the constitutive modeling of concrete and nonlinear analysis for concrete
structures. Actually, in the past 50 years, the developments of solid mechanics, including
the nonlinear elastic theory, the plastic theory, and the fracture mechanics, have been
introduced to simulate the mechanical performances of concrete. However, no widely
accepted model has been established due to the extraordinary complexity of concrete
materials. How to represent the performance of concrete still remains very challenging for
the researchers and engineers. Since 1980s, the establishment of damage mechanics [1] has
led to a series of substantial changes for the constitutive modeling of concrete. By taking
this advantage, especially considering the observed nonlinearities and randomness of
concrete, a complete framework of stochastic damage mechanics has been well developed.
The present paper intends to present a summary of these works.

2. Stochastic damage model of concrete

We firstly propose a new bi-scalar elasto-plastic damage model [2] as the framework to
describe the multi-axial behavior of concrete. Consider the strain split as follows

e=g"+¢f, (1)
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Define the effective stress as the stress applying on the undamaged material, we have
6=C,:¢. 2)

where the forth order tensor C, denotes the elastic stiffness tensor of the undamaged

materials. To consider the tensile and the compressive loading conditions, define the
decomposition of effective stress as follows

G=0"+0 . ®)

Then by introducing the Helmholtz free energy and using the law of thermo-dynamics, we
obtain the damage model in multi-dimension. The stress-strain relation is

6=(1-D):C,:(e—¢"). (4)

The evolution of plastic strain € could be defined by the effective space plasticity as
follows

&’ = AP0_F’(6,x), k=A"H(o,x)

) ) : ®)
F(6,k) <0, A* >0, A’F(6,k) <0
The forth order damage tensor is
D=d'"P"+d P". (6)

where P and P~ are projection tensors; d* and d~ are tensile and compressive
damage variables. The evolution of damage variables could be defined by the energy
equivalent strain [3] as follows

d"=F"(g,), d" =F"(g,). 7

where 8;] and 8;q double be calculated by

&= 2 &= ! v (8)
* E, ™ (¢-D)\b,

As is known, the damage evolution functions, e.g. F*([) and F~ (), cannot be solved

within the framework of continuum damage mechanics and thermodynamics. Thus we
consider the mesoscopic stochastic damage model to develop the random evolutions of
damage variables.

On our investigations, noticing the development of the modern damage mechanics, we
believe that the damage evolution process could be reflected by two basic damage
mechanisms in micro-level: tensional damage and shear damage. Every kind of micro-
damage possess random fracture strain belong to specified probability distribution.
Meanwhile, the plastic deformation should be considered in these micro models. On this
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basic idea, two kinds of micro stochastic rupture-sliding models were suggested based on
the classic parallel bundle model [4] (Fig. 1). Here the tensile element represents the tensile
damage by the direct tensile rupture of a micro element, while the shear element
experiences shear fracture of a micro element under compressive loading [5][6] (Fig. 2).
The sliding part is introduced for both of the elements to describe the remnant deformation
of concrete induced by the plastic deformation of cement matrix.

Microscopic

. % E
E—J F oo b

Figure 1. Parallel bundle model Figure 2. Microscopic tensile and shear elements

The derived stochastic damage evolution function is expressed as

D(e) = [ Hle~ A(]dx. ©

A(X) is a 1-D randomness field defined on coordinate X. The knowledge of probability

theory further gives the evolutions of mean value and standard deviation of damage as
follows

tp () =F (&)
Vi(e)=2[ - y)F(s.£:0)dy ~F2(e)

By using the stochastic damage evolution (9) to substitute the damage evolutions in Eq. (7),
the multi-dimensional stochastic damage model could be established.

(10)

3. Stochastic nonlinear simulation of concrete structures

Based on the proposed stochastic damage model, the stochastic nonlinear analysis of RC
structures could be implemented. To investigate the stochastic nonlinear behaviors of RC
structure and verify the above theory, we designed a series of experiments upon the RC
short limb shear wall structures [7]. Four pins of shear wall structure were tested with the
same experimental set-up (Fig. 3) and loading procedure, so that the variation of
experimental results were totally induced by the randomness of materials. According to the
material tests, the compressive strength and Young’s modulus of concrete are the primary
random variables, with the mean values f =40MPa, E, =40GPa and coefficient of

variation 10%.
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Figure 4. Load-displacement curve
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Figure 3. Experimental set-up

The load-displacement curves are shown in Fig. 4. It is observed that all the tested curves
are located within the domain defined by the mean value plus/minus standard deviation.
The agreement between the experimentation and the second order results verifies the
proposed stochastic damage model.

4. Concluding remarks

Obviously, even though the existing works have established a well-defined framework of
the stochastic damage model for concrete, upon which a serious works still need to be done.
Which may include: to consider the heterogeneous structure of concrete material in a
proficient way; to describe the transfer and fluctuation of randomness among different
scales; to design and control a structure based on the stochastic nonlinear analysis, etc.
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Abstract. A Voronoi cell model including not only the reference particle laid inside the
Voronoi cell but also its intermediate neighboring particles is presented. Based on
kinematical and kinetic analysis of a reference Voronoi cell and the homogenization
procedure, the micromechanically informed constitutive relation of effective anisotropic
Cosserat continuum element for granular materials is formulated. The material damage of
effective anisotropic Cosserat continuum is defined as a reduction in the meso-mechanically
based macroscopic elastic modular tensor. The anisotropic damage factor tensor and related
damage effect tensor for Cosserat continuum are formulated in terms of the micro-structural
parameters and their evolutions in the scale of the Voronoi cell. The numerical results
demonstrate the applicability and performance of the derived micromechanically informed
anisotropic damage factor tensor and its principal directions and values.

1. Introduction

As a micromechanically informed macroscopic constitutive model for granular materials is
concerned, one has to perceive its local character due to the heterogeneity and anisotropy of
microstructures of granular materials. The homogenization procedure to determine the
constitutive model and failure behaviors of macroscopic effective continuum should be
performed in the meso-scale, in which one focuses on the mechanical behavior of a typical
small group of particles consisting of a reference particle and its surrounding intermediate
neighboring particles. To describe mesoscale mechanical behavior of the small group of
particles, in which voids and discontinuities exist, a Voronoi cell model including not only
the reference particle laid inside the Voronoi cell but also its intermediate neighboring
particles is presented. The Voronoi cell model can be used to describe local micro-
structures including local void ratio around a particle and to characterize contact topology
of the particle with its intermediate neighboring particles and its evolution.

2. Constitutive relations and modular tensors for Voronoi cell of Cosserat continuum
To study the mechanical behaviors of the Voronoi cell as an individual Cosserat continuum
element it is desired to not involve explicitly the translational and rotational displacements

of the intermediate neighboring particles. To achieve this objective the translational
displacements of the intermediate neighboring particles should be expressed in terms of the

197



198 Li X. and Du

displacements of the spatial contacting points of the reference particle, which are located on
the boundaries of the Voronoi cell and where the neighboring particles contact with the
reference particle; meanwhile, the rotational displacements of the intermediate neighboring
particles will be approximately expressed in terms of the curvatures defined as the gradients
of the micro-rotation for the Voronoi cell and the orientations of the lines linking the
reference particle with its intermediate neighboring particles.

With kinematical and static analysis of moving pair of grains in contact and the
homogenization procedure, micromechanically informed non-linear constitutive relations

for the average Cauchy stresses Ej’? and couple stresses ﬁj’? exerted on the VVoronoi cell A

in the two dimensional case can be expressed in the forms
—A —Ae

r=i -, mh=plk-uk (i,j=1~2) ()
where & j’?p and ﬁj‘;p stand for reductions of average Cauchy stresses and couple stresses due

to relative plastic displacements of the neighboring particles in contact with the reference
particle A, and are determined by means of Coulomb law of friction. The elastic parts of

<A —=A

G and z;; are given in terms of the average strains and curvatures z,',x*(I,k =1~ 2) of

the VVoronoi cell A of anisotropic Cosserat continuum
— A oe = A ok —= A — A e A K T2 A
O-jie = D;Ik &y + Djen K :ujse = Djeélkglk + DJE; K (2)

with the micromechanically informed elastic modular tensors given by

o

M)
Dy = 2P KSENSEEN; + K7 (1, + v )nnnn) 3)
A c=l
m 2 m
D™ = - Do h(UP K (r + MR+ DY =& Y (U ktining (4)
VA c=1 VA c=1
D = 2 NP0 + 1 )Irata (kS — k) + kI (5)
A c=1

where m is the number of intermediate neighboring particles of the reference particle A,

V, denotes the volume of the Voronoi cell A associated with particle A. h(u®) is the

Heaviside unit function, depending on the value of u>* evaluated by relative translational

displacements at time t of the center of particle A and the contacting point O of the
particle A with one of its neighboring points, and embodies loss and generation of contact
for a reference particle with one of its surrounding intermediate neighboring particles.
r,,ry are radii of the particle A and one of its intermediate neighboring particles.

t;,n;(i, j =1~ 2) are components of the local Cartesian coordinate axes t and n assigned to

the particle A with the coordinate origin set at the contacting point O . k, kS, kS, kg are
stiffness coefficients for normal compression, sliding and rolling frictions, rolling friction
moment between two particles in contact, and

ke = (ki —kP)rg, kg =kJ(ry +15) + k7 (ry —15) (6)
It is noted that the m neighboring points are generally distributed in an anisotropic manner
around the particle A in both geometrical and material senses. As a consequence, in
contrast with the classical isotropic Cosserat continuum, coupled elastic modular tensors

D" and D are no longer equal to null.
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3. Micromechanically informed macro-damage characterization of anisotropic
Cosserat continuum

Eq.(2) can be expressed into a matrix-vector form given by

X' =D, (7
where and hereafter for clarity in expression of equations, superscripts or subscripts A, e
and the overbars to express the average values of stresses and strains are omitted, i.e.

wefof w0l Emefef W ®)
{6'} = [Gxx o-yy va GyX]T ! "’ = [fuzx luzy]T 4 K, = [sz sz = [w,x a),y]T (9)
eh=le, & & & ]=[, u, u,-o u, +of (10)

D“ D* (i(Ik) (SDI0) (33)(Ik) (33

Denoting two principal damage axes “1” and “2” with their orientations identified in terms
of the inclined angles «, £ to the x axis in the x-y orthogonal coordinate system, the stress

DO’E DO'K' ) ) ) ] i
D =|: :I , D” = [Dm, ] , D™ = [Dm( ]’ D* =[Dm ] , D = [DW( (11)

vectors {c} , preferred to the two principal coordinates are written in the forms

L= [{G}T "T]T y 6= [611 Op Op Onl, n= [ 31 /usz]T (12)
They are related to the stress vectors {6’} , p’ referred to the x-y coordinates as
o}=T@ple}, n=T(a AW (13)

The effective Cauchy stress {6} and effective couple stress p referred to the principal
damage axes may be expressed as

l=M o}, E=Mp (14)
where the material damage effect matrices M, , M, referred to the principal damage axes

are assumed to take the forms as follows
1 1 1 1

M_=Diag(M)) with M= 1-d.'1-d.'1-d,'1-d (i=1~4) (15)
1 1
1-d,'1-d,
The relations between the effective stress measurements {6'}, i’ and {o'},n’ referred to the

x-y coordinates become
=M {c'} with M’ =T*M T, §'=Mp with M/, =T'M,T 17)
In view of the anisotropy in both material modular matrices given by Eq.(10) and material
damage effects and the effect of rigid body rotation from the initial (undamaged) to current
(damaged) configurations of the Voronoi cell, the damage effect matrices M/ ,M’, can be
expressed in terms of the degradation in the elastic modular tensors given by
M, =D -(D7)*, M, =Dy (D) (18)
where D”=R-D7-R", D”=R-D-R’ (19)
The subscripts “0” and “t” stand for the elastic modular matrices at initial and current
configurations respectively. R and R are the 4 X4 and 2 X 2 matrices of rigid body rotation

21

M, =Diag(M}) with M =

i=1~2) (16)
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of of the Voronoi cell for the 4 X1 stress vector and 2 X 1 coupled stress vector
respectively. It is assumed that damage effects due to the degradation in the coupled elastic
modular tensors D", D** are omitted. With the micromechanically informed M/ ,M’, given

o

by Eq.(18) and Eq.(17), the directions of the principal damage axes «, # and the principal
damage values shown in Egs.(15)-(16) can be determined.

4. Numerical examples

An anisotropic Voronoi cell representing a reference particle with its intermediate
neighboring particles at its undamaged configuration is shown by Fig.1(a). It is assumed the
small group of particles represented by the Voronoi cell experiences a rigid body rotation of

6 =60° and a deformation resulting in material damage characterized by loss of contacts of
the reference particle with one or two of its intermediate neighboring particles with grey
color shown by Fig.1(b) and (c) respectively. It is observed that the principal damage
directions and principal damage values to characterize the macroscopic material damage for
the Voronoi cell of effective Cosserat continuum are well identified in terms of derived
micromechanically informed formulations. In addition, the micro-mechanical mechanisms
resulting in macroscopic material damage, i.e. loss of contacts of the reference particle with
its intermediate neighboring particles and volumetric dilatation, are revealed.

(b) ©

Figure 1. Micromechanically informed macroscopic principal damage directions and values. (a) undamaged cell
with void ratio e = 0.1254; (b) damaged cell: « =0°, #=101°,d,, =0.0972,d,, = 0.4357,d,, = 0.0972,

d,, =0.4567,d,, =0.0972,d,, =0.4131, e = 0.2466. (c) damaged cell: « = 60°, # =150°,d,, = 0.57486,
d,, =0.3618,d,, =0.5746,d,, =0.3283,d,, = 0.5746,d,, =0.3922, e = 0.3226.
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Abstract. The development of a simple and effective concrete damage model for earthquake
engineering applications is examined in this paper. This constitutive model consists of a
modified uniaxial version of the Faria— Oliver model and takes into account most of the
basic traits of concrete under monotonic static and dynamic loading, like the different
response under compression and tension, the stiffness reduction with the increase of external
loading and the appearance of softening behavior. A fiber beam-column element is
investigated, which adopts the proposed concrete damage model and the Menegotto—Pinto
approach for steel rebars. Then, these constitutive models are implemented into the
ABAQUS general purpose finite element program to provide simple and effective
computational tools for the seismic inelastic analysis of general 3-D reinforced concrete
(RC) framed structures. The proposed method is demonstrated and verified by characteristic
numerical examples where it is shown that the proposed damage model can describe
successfully the complicated behavior of reinforced concrete under extreme seismic loads.

1. Introduction

The seismic inelastic analysis of RC structures is examined in this study based on the
principles of damage mechanics. The fiber model involves the subdivision of any shape of
concrete and steel rebars’ composite section into small elements which are assumed to be in
a state of uniaxial stress. The coupled effect between axial force and bi-axial bending
moments can be straightforwardly taken into account. Effects such as concrete confinement
and steel rebars buckling can be simulated through indirect consideration, through the
stress—strain relations. One of the most crucial effects for the concrete behaviour has to do
with the cracking process. This phenomenon can also be simulated using smeared crack
approaches, e.g. using continuum damage mechanics constitutive models. Among others,
one can mention here the concrete damage models of Mazars [1], Faria-Oliver [2],
Hatzigeorgiou et al. [3], which have been proposed for the concrete modelling under
multiaxial stress or strain state. This work proposes a modification of the uniaxial version
of the Faria-Oliver damage model [2].

The paper is organized as follows. In the first part, the formulation of the uniaxial damage
model of concrete is presented. Then, the Menegotto-Pinto model [4] for steel rebars is
briefly described. These models are efficient for members under axial force with biaxial
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bending moment and are implemented into the general purpose finite element program
ABAQUS [5]. The paper concludes with critical comments related to the accuracy and
applicability of the proposed method examining characteristic numerical examples.

2. Constitutive modeling

In the context of damage mechanics, uniaxial effective tensile and compressive stresses can
be expressed as

6" =Ee 5’:EO(£—£”) 1)

where E; is Young’s modulus of concrete, & the uniaxial strain, &P the plastic strain. The
tensile and compressive equivalent effective stress can be defined as

A @

where & and G are uniaxial effective tensile and compressive stress and K is a material
constant. The damage criteria will be introduced as

Th-r* <0 T —-r"<0 3)
where r"and r~ are the current damage thresholds, which control the level of the
increasing damage state. One can also define the tensile, d*, and compressive, d_,
damage indices which describe the tensile and compressive damage effects

d =1—[L++eA+(l_:°:] d =1-2(1-A)- we )
i : @

where A", A~ and B"are model parameters. The cyclic stress-strain curves of the
modified model as well as the original model are shown in Fig.1.

11
2 © ,(,s."G )
'ED elastic asymptote
70 ’ .
! ... yield asymptote
\ - f-*""”"?“ 11
\.\ /-/ / Proposed model 2 2 (e,0,)
“_/ Faria-Oliver (Sr ’Gr)
Figure 1. Concrete damage model Figure 2. The MP model for steel rebars

The Menegotto-Pinto (MP) model [4] has been extensively applied for the simulation of
steel rebars under cyclic loading. The MP model has been adopted by many researchers
examining RC structures under seismic loads [1], due to its advantages, e.g., it satisfies with
enough accuracy the experimental tests, takes into account the Bauschinger effect, etc. This
model appears in Fig. 2.
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3. Numerical applications

3.1. Damage analysis of a 3-D frame subjected to earthquake

This section examines the seismic damage analysis of a three-dimensional five-storey RC
frame (C30, S335). The ground-plan layout of the frame is shown in Fig.3. The height of
the first floor is 4.0 m while the other floors have height equal to 3.3m. The columns
section dimensions are 500mmx500mm and for the beams are 300mmx600mm. The
thickness of the floor slab is equal to100mm. The finite element model of the frame is also
shown in Fig.3 using sufficient number of fibers in the cross section and number of
elements along the members. The bi-directional horizontal components of Imperial Valley
earthquake (EI-Centro 1940) are examined which excite the base of the structure.
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oy ®
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® @ © ©® © ©® 0 O
Figure 3. 3-D RC frame under consideration

Figure 4 depicts the damage at various stages where the damage evolution appears to be
gentle. Although the frame was damaged severely, local or global collapse does not occur.
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Figure 4. Tensile damage evolution process



204 Li Z. and Hatzigeorgiou

3.2. Shaking table test of a RC bridge pier

The simulation of a shaking table experimental test of a RC bridge pier [6] is examined in
the following. The geometry of the examined specimen is shown in Fig.5. The top
horizontal displacement time history of the examined bridge pier under Kobe earthquake is
shown in Fig.6a, where results between the experimental test and the proposed method are
in good agreement. Figure 6b depicts the tensile damage evolution process of the external

(more distant) concrete fiber.
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Figure 5. Geometry of bridge pier Figure 6. Selected analysis results

4. Conclusions

A new uniaxial damage model of concrete has been proposed and applied to the static and
seismic analysis of various reinforced concrete members and structures. The model leads to
a unified treatment of monotonic or cyclic, static or dynamic problems. The model
simulates the seismic behaviour of reinforced concrete structures in an accurate and
efficient way using the fiber model. The proposed constitutive relations have been
implemented in the general finite element program ABAQUS. Various numerical examples
have demonstrated the accuracy, efficiency and applicability of the proposed method.
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Abstract. A Linear Complementarity numerical approach is presented for the unilateral
contact problem of the seismic soil-pipeline interaction under degradating environmental
effects.The nonconvex unilateral contact conditions due to tensionless and elastoplastic
softening-fracturing behaviour of the soil as well as due to gapping are taken into account.
The numerical approach is based on the one hand on a double discretization, in space by
FEM and /or BEM and in time, and on the other hand on mathematical programming. The
number of the problem unknowns is significantly reduced to the unilateral ones concerning
the damage behaviour and a nonconvex linear complementarity problem is solved in each
time-step.

1. Introduction

Damage Mechanics problems can be treated numerically as Inequality Problems of
Engineering. The governing conditions of latter problems are equalities as well as
inequalities. Mathematical Programming methods and optimization procedures have been
used successfully for such inequality problems in Contact Mechanics and Elastoplasticity,
since long time, see e.g. [1,2,8]. Recently, the Linear Complementarity approach has been
also applied for Damage Mechanics problems [3-4].

In this paper, dynamic soil-pipeline interaction under environmental damage effects is
considered as a Damage Mechanics problem and treated numerically as an Inequality
Problem. The relevant inequalities are first due to interaction stresses on the transmitting
interface between the structure and the soil, which are of compressive type only. Further,
due to in general nonlinear, elastoplastic, tensionless, fracturing etc. soil behaviour under
degradating environmental effects [5-7], gaps can be created between the soil and the
structure. Thus, during strong earthquakes or due to high-speed trains, separation and uplift
phenomena are often appeared, as the praxis has shown [6,7]. The proposed numerical
method is based on a double discretization (in space and time) and methods of nonlinear
programming. Thus, in each time-step a non-convex linear complementarity problem
involving a reduced number of the problem unknowns is solved.
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2. Method of analysis.

First, a discretization in space, by combining the finite element method (FEM) with the
boundary element one (BEM), is used for the soil-pipeline system. The horizontal pipeline
is discretized into beam finite elements. Each pipeline node is considered as connected to
the associate soil nodes on both sides through two unilateral (interface) elements, , see e.g.
Fig. 1(a). Every such u-element consists of an elastoplastic softening spring and a dashpot,
connected in parallel, and appears a compressive force p(t,y) only at the time-moments t
when the pipeline node comes in contact with the soil node. The relevant constitutive
diagramme for the spring non-convex compressive force p(y) is shown in Fig. 1(b).

rock P P = pu:{ l_e'bY)
A e——
—
/ p = aly-g)
I
i ¥
extension : i shertening
. i |
& beg !
crousn MoTION e ! gaps
a5 g

2

Figure 1: (a) Soil-pipeline system and (b) unilateral, degradation soil behaviour in loading-unloading with
remaining gaps under environmental effects.

Function p(y) is mathematically described by the following, in general nonconvex and
nonmonotone constitutive relation:

P(y) € CyPy(y), (1)
where C, is Clarke's generalized gradient and P, ( ) the symbol of superpotential
nonconvex functions [8]. So, rel. (1) expresses in general the elastoplastic-softening soil
behaviour, where unloading-reloading, gapping, degradating, fracturing etc. effects are
included.

For the herein numerical treatment, p(y) is piece-wise linearized, as in plasticity [1-4], in
terms of non-negative multipliers z(t) and interaction forces r(t). So the conditions for the
assembled soil-pipeline system are written in matrix form (underlined symbols) as follows:
M i(t) + C a(t) + Ku(t) = f{t) + A z(v), 2
HO=Br®-Hz0-k, h®<0, z1>0, z.h=0. €)
Here, eq. (2) is the dynamic equilibrium condition, and relations. (3) constitute a Linear
Complementarity set, which concerns the unilateral, piece-wise linearized constitutive
relations for the damage-interface. Dots over symbols denote, as usually, derivatives with
respect to time t. M, C and K are the mass, damping and stiffness matrix, respectively; u(t),
f(t) are the displacement and the force vectors, respectively; A, B are kinematic
transformation matrices; h and k are the yield potential vector and the unilateral capacity
vector, respectively; and H is the unilateral interaction square matrix, symmetric and
positive semidefinite for hardening elastoplastic soil case. But in the case of soil softening-
damage, diagonal entries of H are nonpositive [2-4]. The mathematical treatment of the so-
formulated inequality problem of rels. (1)-(3) can be realized by the variational and/or
hemivariational inequality approach [8].
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Further, the procedure described in [9] is followed. So, applying a time discretization and
eliminating some problem unknowns, we arrive eventually at relations of the form:

h,=Dyzntds za20 h,<0 1z, h,=0 (4
Here D, . d , are known quantities from previous time-steps and the unknowns z , concern
unilateral damage-contact quantities of the interface only. Thus, at every time-moment t , =
n.At, where At is the time step, the problem of rels.(4) has to be solved. This problem is a
Non-Convex Linear Complementarity Problem (NC-LCP), and is solved by available
methods and computer codes of nonconvex optimization [8-10].

3. Numerical example

An empty horizontal steel cylindrical pipeline of length L = 200 m, outside diameter 1 m,
thickness 1.5 cm, elastic modulus 21*10” KN/m? and yield stress 50 KN/cm? is considered.
As depicted in Fig. 1(a), the pipeline is clamped by the two anchor blocks A and B
imbedded into a rock soil. The soil, into which the horizontal pipeline is buried, has an
elastoplastic behaviour as in Fig. 1(a) and consists of two regions: the first (I) is soft soil,
degradated due to environmental actions [5-7] with a shear modulus G; = 5000 KN/m?, the
second (II) is hard (non-degraded) soil with a shear modulus G;; = 100000 KN/m”. The
parameters for the soil elastoplastic behaviour in Fig.1(b) are taken to be [6] a =p,.b, b=
100 m™', where it is p, = 100 KN/m® for the soft region (I) and p, = 2000 KN/m? for the
hard region (II).
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Figure 2: Gaps along the pipeline at times t1 = 0.6 sec and t2 = 2.1 sec.
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Figure 3: Soil-pressure distribution at the time t1 = 0.6 sec

Further, the seismic ground excitation is assumed to be a sinusoidal horizontal wave
propagation parallel to the pipeline axis (Fig. 1), with mean speed v,= 0.4 km/sec in the soft
region (I) and v, = 0.8 km/sec in the hard one (II), frequency f, = 10 rad/sec, duration T =
2t /f, and maximum ground displacement w, = 5 cm. Thus the horizontal ground motion,
perpendicular to the pipeline axis X, is expressed mathematically by the following relation,
where H(t) is the Heaviside function:

Ug (X,) = W, sin(t-x/vy) . {H(t-x/vy)-H(t-x/v,-T)}. 5)
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Some representative results from the numerical ones, obtained by applying the presented
procedure, are here reported. So in Fig. 2 the gaps along the pipeline due to permanent soil
deformations are shown for the time moments t; = 0.6 sec and t, = 2.1 sec. The difference
of the gap widths in the soft and in the hard soil region is remarkable. On the other hand, in
Fig. 3 it is shown the distribution of the soil-pressures at the time t; = 0.60 sec. The stresses
in the soft region are smaller than in the hard one. Furthermore, a concentration of stresses
is observed around the pipeline middle C, where the soil quality changes.

4 Concluding remarks

Linear Complementarity approaches can be efficiently applied in Damage Mechanics for
simulating and numerically solving praxis problems. As the above indicative results of the
numerical example show, unilateral contact effects due to tensionless soil capacity,
degraded by environmental effects, and to gapping may be significant and have to be taken
into account for the resistant construction, design and control of buried pipelines against
earthquakes. These effects can be numerically estimated by the herein presented procedure,
which is realizable on computers by using existent codes of the finite element method
(FEM), the boundary element method (BEM) and optimization algorithmes.
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Abstract. A new one-dimensional constitutive model for the bovine cortical bone tissue is
proposed to predict the experimental viscoelastic-viscoplastic-damage behaviour in creep-
recovery tests. The material parameters are determined by fitting experimental results. The
derived algorithm for the integration of the proposed constitutive model is implemented in
the finite element formulation. The computational algorithm shows an excellent capability to
describe the tensile behaviour of bovine cortical bone for the specific mechanical condition
analyzed.

1. Introduction

Numerous investigations have been carried out during the past decades to evaluate
nonlinear time-dependent response of bone tissue [1]. It has been found that cortical bone
behaviour under tensile creep loading is characterized by three crucial regimes. The first
regime is linear viscoelasticity for stress levels below some threshold value of stress.
Beyond this value, the second and/or third regimes, which correspond to the damage and
viscoplasticity modes, start. The second damage mode represents the generation and
opening of microcracks leading to a stiffness (modulus) reduction and permanent strains.
The third viscoplastic mode is due to friction of the closing (or sliding) of microcracks
leading to permanent strains but no extension of damage [2].

In recent years, the ideas and approaches developed for engineering materials are used for
the modelling of bone behaviour [3-5]. Numerous attempts have been made to simulate and
predict the viscous damage behaviour of bone in a computer model, combining the
continuum mechanics theories with the finite element (FE) analysis, but the obtained
solutions still have some shortcomings ([2-5]). Constitutive models, which have to
represent the bone behaviour realistically, form the core of a finite element formulation.

An algorithm which enables numerical modelling of viscoelastic-damage behaviour of
cortical bone is proposed in [6]. The present paper is a continuation of that work where the
viscoplastic deformation associated with creep and creep-damage is detailed analyzed for
more accurate predictions. The paper is concerned with the experimental and finite element
modelling of the viscoelastic-viscoplastic-damaging behaviour of bovine cortical bone. The
bone behaviour is modelled by using the theory of viscoelasticity, viscoplasticity and
continuum damage mechanics based on the thermodynamics of irreversible process [3].
Based on the experimental results constitutive model is developed and implemented into
the finite element code ABAQUS/Standard. The accuracy of the computational procedure
is tested by comparing the computed results with the own experimental data.
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2. Constitutive model

A schematic representation of the stress history and strain response of cortical bone during
the creep and recovery period is presented in Fig. 1.

cl el
— creep -— recovery -

- creep — recovery -
1

to l

Figure 1. Shematic representation of the stress history and strain response during the creep-recovery period.

Constitutive equations, originally developed by Abdel-Tawab, Weitsman and Dasappa et al.
[3, 4] for engineering materials, are employed here to model the viscoelastic—damage-
viscoplastic cortical bone response. Assuming small strains, the total creep strain &(t) is

additively decomposed into the viscoelastic part coupled with damagee)., and the
viscoplastic part ¢, (t) , as follows

e(t) =gl () +e,(t). (1)

As shown in authors' previous paper [6], the viscoelastic strain coupled with damage may
be expressed in the following form

K; Joo(l—l] . +J,0t” (1+L-L- lj , forcreep(0<t<t,),
) t, 1+r 1+ t,
Evg = L 2
K, Jlo—(V —(t—to)’) (1+i-i- lﬂ for recovery (t > t,),
14r 1+y t,

where Jo, J; and y are the viscoelastic material parameters. In Eq. (2) Ky is the ratio of
“damaged” and initial compliance and t. is the normalizing constant defined as

r
1+r

K 1 for o <oy, and (1wp) C
' l+ac®  for o>of, 14 <G_thﬁ>

: ®)

where a, b, C, r and w, are the damage parameters. According to Dasappa et al. [4], the
following viscoplastic model, initially proposed by Zapas and Chrissman, is adopted

A.<G_U¥P>m'” A" for0<t<t,, @
Evp = mn
A(o-ay" )t fort>t, ,
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where A, m and n denote the viscoplastic material parameters, while o and o, are the

threshold values of damage accumulation and viscoplastic accumulation, respectively.
Thus, viscoplastic model considers the viscoplastic strain as a nonlinear function of stress
and time.

3. Experiments

The experimental samples for the study were taken from the middle portion of the tibial
diaphysis of a 7.5-year-old bovine. The shape and dimensions of the specimens are shown
in Fig. 2. By using an industrial water jet cutting device, the samples were cut in the form
of plates with a rectangular cross section (thickness ¢ = 3 mm) along the longitudinal axis
of the bone. Thereafter, tensile cyclic creep and recovery tests are carried out at room
temperature on a Messphysik Beta 50-5 testing machine at eleven different stress levels
between 20 and 120 MPa. Each test consisted of 60 s of tensile creep at constant stress
level, followed by 300 s of recovery per cycle. The results presented in Fig. 3 are average
values from six tests at each applied stress level. From obtained experimental results,
material parameters for the proposed constitutive model are determined, and are listed in
Table 1. The value of damage parameter w corresponding to the failure of the material is
denoted by wr in Table 1. The procedure proposed by Dasappa et al. [4] for the
determination of material parameters is used in this study.
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Figure 2. Specimens shape and dimensions.

Table 1. The material parameters determined by fitting experimental results of creep-recovery tests.

Parameters Values Parameters Values

Jo (MPa™) 4.474910° on” (MPa) 91.4

viscoelasticity | J; (MPa™s”) [ 7.7233107 C (MPas™) 826.905
Y 0.2335 r 2.2265

on”” (MPa) 28.61 damage W 0.9912

. - [AMPa™s") | 1.291310" Wo 0.0488
viscoplasticity m 21711 a 2.22210°7
n 0.6582 b 8.9044

4, Numerical formulation and results

Within the framework of numerical investigations a computational algorithm for the
integration of the proposed constitutive model is derived. The derived integration algorithm
and the corresponding tangent stiffness are implemented at the material point level of the
one dimensional finite elements in the software ABAQUS/Standard by using the user-
defined material subroutine UMAT. In order to validate the numerical algorithm, the creep
and recovery simulation results are compared with the experimental data. Fig. 4 shows a
comparison between the experimental data and the model predictions for creep strain over
one load cycle at stress level of 110 MPa.
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Figure 3. a) Creep and b) recovery deformations as a function of time for stress levels between 20 and 120 MPa
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Figure 4. A comparison between the experimental data and the predictions for creep strain (¢=110 MPa).

5. Concluding remarks

A one-dimensional constitutive model and a computational algorithm for bovine cortical
bone are developed to simulate the viscoelastic—viscoplastic-damage behaviour occurring
during creep-recovery tests. The accuracy of the computational procedure is verified by
comparing the model predictions with the experimental data. Thereby, the creep and creep-
recovery deformation processes in cortical bone at different loading levels are considered.
The model predictions are found to be in good agreement with the real experimental data.
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Abstract. Attention in this work is focused on developing computation procedures and
software of aircraft structural components with respect fatigue and fracture mechanics.
Computation method is based on combining singular finite elements to determine stress
intensity factors for cracked structural components with corresponding crack growth lows
that include effect of load spectra on number of cycles or blocks up to failure. Procedure is
applied to aircraft structural components. In this investigation Strain Energy Density (SED)
method is used in domain total fatigue life of structural components under general load
spectrum up to crack initiation and crack growth. The SED method is based on using low
cycle fatigue (LCF) properties for crack initiation and crack growth analyses [1,2]. To
determine analytic expressions for stress intensity factors (SIF), that are necessary in crack
growth analysis for residual life estimation, singular finite elements are used. Crack growth
analysis of cracked structural elements is based on conventional Forman's low and Strain
Energy Density (SED) conceps. To demonstrate efficient computation procedure in fatigue
life estimation here numerical examples are included. Computation results are compared
with correspond experiments. Good agreement between computation and experimental
results is obtained.

1. Introduction

Many failures of structural components occur due to cracks initiating from the local stress
concentrations. Attachment lugs are commonly used for aircraft structural applications as a
connection between components of the structure. In a lug-type joint the lug is connected to
a fork by a single bolt or pin. Generally the structures which have the difficulty in applying
the fail-safe design need the damage tolerance design. Methods for design against fatigue
failure are under constant improvement. In order to optimize constructions the designer is
often forced to use the properties of the materials as efficiently as possible. One way to
improve the fatigue life predictions may be to use relations between crack growth rate and
the stress intensity factor range. To determine residual life of damaged structural
components here are used two crack growth methods: (1) conventional Forman's crack
growth method and (2) crack growth model based on the strain energy density method. The
last method uses the low cycle fatigue properties in the crack growth model™.
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2. Determination of Fracture Mechanics Parameters of Lug Structural Components

Here are considered cracked aircraft attachment lugs, Fig 2.1. Once a finite element
solution has been obtained, Fig. 2.2, the values of the stress intensity factor can be extracted
from it. To determine Stress Intensity Factors of cracked aircraft attachment lugs here two
approaches are used: (1) Method based on J-integral approach and (2) Method based on
extrapolation of displacements around tip of crack.

833
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Figure. 2.2. Finite Element Model of cracked

Figure 2.1: Geometry of cracked lug 2 lug with stress distribution

The path-independent J-line integral which was proposed by Rice is defined as
ou,
J:J. Wdx, —T, —-ds .1
r ox,

where W is the elastic strain energy density, /" is any contour about the crack tip, T; and u;
are the traction and displacement components along the contour and s is arch-length along
the contour, x; and x;, are the local coordinates such that x; is along the crack.

3. Crack growth models

Conventional Forman's crack growth model is defined in the form’
da  C(AK)
AN (1-R)K.-AK
where K¢ is the fracture toughness C, n — are experimentally derived material parameters.
The strain energy density method can be written as'”
da (1 —n' )l,y
dN 4El o, &,
where: of is cyclic yield strength and &/ - fatigue ductility coefficient, AK| is the range of
stress intensity factor, - constant depending on the strain hardening exponent ', I,/ - the
non-dimensional parameter depending on n’. AKj, is the range of threshold stress intensity
factor and is function of stress ratio i.e.
AKy= AKgo(1-R)', (3.3)
AKyy is the range of threshold stress intensity factor for the stress ratio R = 0 and vy is
coefficient (usually, y=0.71).

3.1)

(AK, -AK, ), (3.2)



Computation Methods and Software in Fatigue Life Estimations of Structural Components... 215

4. Numerical validation

Subject of this analyses are cracked aircraft lugs under cyclic load of constant amplitude
and spectra. For that purpose conventional Forman crack growth model and crack growth
model based on strain energy density method are used. Material of lugs is Aluminum alloy
7075 T7351 with the next material properties: 6,=432 N/mm’ < Tensile strength of
material, ¢¢,=334 N/mm?, K;=2225 [N/mmm], Dynamic material properties (Forman's
constants): C=3* 107, n=2.39; Low cycle fatigue material properties of material are:
o/=613 MPa, &=0.35, n'=0.121.

4.1. Determination of stress intensity factors

Here are determined stress intensity factors of cracked lug, defined in Figures 2.1 and 2.2
using different computation methods. The stress intensity factors (SIF's) of cracked lugs are
determined for nominal stress levels: 6, = 61p,=98.1 N/mm? and 6,,;,=9.81 N/mm?. The
corresponding forces of lugs are defined as, Fy= oy (W-2R) t = 63716 N and Fp;,=
6371.16 N, that are loaded of lugs. For stress analyses contact pin/lug finite element model
is used. Results of SIF's are given in Table 4.1. Good agreement between FE and analytic
results is evident.

Table 4.1. SIFs of cracked lugs using J-integral approach and Displacement Extrapolations

Path of J- Crack Method of
integral on . Leneth J-integral approach Displacements
locations ,,w £ Extrapolation
a=>5mm J-integral K[ KI Ku Ku[
2D 0.581 65.582 | 69.592 | 5.7803 | 0.000
\I}’Va:t}(; (1) mm 3D 0.609 67.136 | 60.439 | 10.003 | 5.967
\I}’Va:tg 35 mm 3D 0.637 68.669 | 66.090 | 8.221 | 2.099
\1?:2}71 20 mm 3D 0.640 68.809 | 66.180 | 8.234 | 0.000
Analytic solution® 1K= 65.621
Results of FEM* : K= 68.784

4.2. Comparisons SED and conventional approach for cracked lug under load
spectrum

For cracked lug No.2, Figure 2.1, with crack through the thickness the crack growth
behavior under load spectra is considered. Detail experimental investigations of cracked
lugs are given in reference [4]. In Figure 4.1 are shown results of crack growth results for
cracked lug using two methods: (1) conventional Forman's method® and (2) strain energy
density method* (GED).
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Figure. 4.1 Comparisons crack growth behavior using GED and Forman's methods
5. Conclusions

This investigation is focused on developing efficient and reliable computation methods for
residual fatigue life estimation of damaged structural components. A special attention has
been focused on determination of fracture mechanics parameters of structural components
such as stress intensity factors of aircraft cracked lugs. Computation prediction
investigations for fatigue life estimation of an attachment lug under load spectrum were
performed. From this investigation followings are concluded: A model for the fatigue
crack growth is included which incorporates the low cycle fatigue properties of the
material. Comparisons of the predicted crack growth rate using strain energy density
method with conventional Forman's model points out the fact that this model could be
effective used for residual life estimations.
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Abstract: Surface mining sites suffer from frequent damages of mining machinery and
transporting system components. These damages are the consequences of inadequate design
solutions or poor choice of materials used in construction building. This paper explains
loading analysis of conveyers, establishment of the root causes of most frequent damage
incidents and locations of the critical spots within a construction for different types of loads.
In the loading analysis section finite elements method [2] was employed, while the detection
of critical points was performed using the stress distribution and deformation energy
analysis for a construction [1]. In this paper we propose the procedure for removal of most
frequent causes of support damages in surface mines.

1. Introduction

Conveyer ARS 1400 which operates on tailing system within surface mine
,»Tamnava East field* has suffered from a damaging incident. The conveyer box support for
left transporting caterpillar's semi-axis was damaged. The load analysis has shown that the
cause of damage was the inadequate design solution. This paper studies the interaction
between the state of vital elements of construction and localization of the critical spots.
Insights into distribution of loads, membrane and bending stresses and deformation energy
enable highly efficient analysis of state and diagnostics of existing constructions. Many
studies that deal with this type of problems have already been published [6, 7, 8, 9, 10].

Analysis and diagnostics of construction behaviour of conveyers was conducted
using finite elements method based, computer system for modelling and calculating the
construction named KOMIPS, which was developed at Faculty of Mechanical Engineering
in Belgrade. The finite elements used in structure modelling are line and surface elements.

2. Damage incident

In the course of the operation, an abrupt stopping of conveyer's transporting tapes
occured. Afterwards, a cracking sound was audible as well as sound of distruction of steel
material. All this happened while tape was under 45° inclination. During this event, the box
support for the left transporting caterpillar semi-axis occured, thus causing the upper
construction to exert pressure upon the caterpillar's tape. Photos 1-4 in Figure 1 show the
position of loader during damage incident, parts of the construction as well as the damaged
spot itself.
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Figure 1. Position of conveyer and the outlook of the damaged spot
From these photos it can be seen that the path was very good, flat and without longitudinal
and transversal inclination, that the loading capacity of the soil foundation was satisfactory.
By analysing the machine's position during the damage incident, the dirt found on the
conveyer, and the opeation technology prior to damage of the support element, it was
concluded that no direct evidence exists for improper handling of the machine, and that the
cause of the damage incident is a possibility that during machine desing proces, some
inadequacies have been included.

3. Diagnostics

3.1. Introduction

The basis for diagnostics as well as recovery of the loading construction is its computer
modelling and the appropriate calculation using numerical methods, FEM [2].

Software package KOMIPS which was developed at Faculty of Mechanical Engineering
in Belgrade [1] enables us to model and calculate complex constructions and problems.

The analysis of distribution of membrane and bending stresses, as well as normal and
tangential stresses facilitates the localization of week points (dominating presence of
bending and/or tangential stresses) and strong points (presence of only membrane and/or
only normal stresses) [3, 4, 5]. It also points to types of modifications needed for
minimizing the negative influence of bending and improve load distribution. Analysis of
deformation energy distribution within a construction yields very efficient indicators of
load flow and aids in defining the sensitivity to possible modifications.

3.2 Model

The carrying construction of lower support of conveyer is a spatial plate construction which
is strengthened by placement of beams in the appropriate spots. Substructures of lower
support are: box «damaged» support, upper horizontal plate, middle horizontal plate, lower
horizontal plate, plates in between middle and lower plates, upper part of the cylinder,
lower part of the cylinder, strengthened supports, connecting elements (shafts) for support
and side supports. Figure 2 shows the calculation model.

The numerical analysis is required for
lower support but also for the construction
of caterpillar's guidance mechanism which
is modeled by beams as finite elements.

Figure 2. Computational model of conveyer
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3.3. Loads

During conveyer's operation, different types of loads occur: main load (the combination of
loads that are expected to appear during operation), additional loads, special loads, and
limiting loads. The aforementioned loads are combined. This means that we need to analyse
the least favourable loads and least favourable positions of separate parts of the
construction. In the case of damaging incidents it is neccessary to analyse the following
loads: permanent loads, loads caused by the transported material, loads caused by the
material that sticks onto construction, loads caused by untypicall transported material, and
loads caused by bunker blockage.

3.4. Calculation

Calculation was conducted for the case of least favourable load (Figure 3). This is an
unsymmetrical load with the intensity of 4560 kN centered in the point of radii of 100 cm
away from radial-axial bearing and under the angle of 60° in relation of longitudinal X axis
which is parallel to caterpillars and pointed towards columns. Figures 3 and 4 show the
fields of deformations and equivalent stresses for the model and for the chosen type of load.

Figure 3. Model contour, load  Figure 4. Model's deformation Figure 5. Field of model's
and conveyers lower support. field. Maximum deformation is equivalent stresses o, = 0-
3.28 cm. 18,6 kN/cm?
3.5 Analysis

Figure 5 shows the high intensity of stresses within vertical critical plate and, very
clearly, the concentration of stresses. A high quality construction behaviour diagnostics
demands the calculation of percentage distributions for membrane and bending loads
situated on each element, the normal and bending loads and deformation energy of
construction, as well as distribution of total and specific deformation energy for
substructures belonging to conveyer's lower support, under the given loading. This data is
displayed in table 2, for box critical supports. The values of other stresses are not given in
the table. Box critical support is the most heavily loaded element, with respect to membrane
and normal loading, and with respect to energy that outer forces have invested into its
deformation (deformation energy). Critical bending and shearing stresses and Oyler's
critical stress are described by:

E(tY
0, =K, 0, 7, =K.0¢, O = T 7;_ = (Bj ok, =239,k =72
where kg, k. are the buckling coefficients which are determined by the standards.
Coefficient k, has, in this case, large value which points to conclusion that buckling
caused by bending cannot be the object of this analysis. In this conditions = 7,2:1,81 =
13 kN/cm?. The intensity of the shear stress obtained by FEM is very close to critical shear
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stress. In the critical zone, aside from presence of shear stresses a significant presence of
deformation energy exists. It can be concluded that the cause of damaging incident was the
inadequate stiffness of the vertical plate within the critical zone.

4. Recovery

From the table 1 it can be seen that the vertical plate 1 is the cause of the damage
incident, due to very low value of critical stress which is too close to operation stress value.
This plate has a great presence of stresses and deformation energy. Decrease of operation
stress is accomplished by increase in the thickness of the vertical plate. Often, in the course
of exploatation, it is impossible to alter the thickness of the entire plate, therefore its
stiffness is increased by adding new elements on precisely determined locations. In this
case the construction stiffness is increased by adding vertical beams after which the
operation stresses was decreased to one-half of its previous value, while the concentration
of stresses in the vertical critical plates has dissapeared. In the table 1, the percentage of
participation of all the basic values after the recovery is given. Comparative display of
behaviour is given in the table 1, showing how much has the added solution improved the
local behaviour of the support, while not disturbing global behaviour of the conveyer's
support, at the same time.

Table 1 — Analysis of critical zone before and after recovery

Mem/bending stresses | Normal/shear stresses
for each element [%)] [%]

Total/specific
deformation energy [%]

before after before after before after
1-160 14.8/1.0 | 13.6/1.5 7.6/8.2 8.7/6.5 16.6/27.8 11.3/16.3
803-962 13.2/0.9 | 12.0/1.3 6.7/7.3 7.6/5.7 13.3/22.2 8.9/12.8
5. Conclusion

The damage in the construction of the conveyer is most often caused by the poor design
solution of the conveyer's lower box support. During its maximum intensity, the exploatation stresses
in that part of the construction can overcome the limiting allowed stresses. This primarily relates to
shear stresses which can cause buckling and subsequently even destruction of vertical plates. The
recovery of the construction demands a decrease in the value of shear stress by introducing of new
elements (stiffening beams) in precisely determined locations. Thus obtained solution does not disturb
the global state of stresses within the construction.
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Abstract. This study summarizes some general damage and failure features of the brittle
systems observed by using dynamic 2D lattice simulations. The expression proposed
previously to model the mean tensile strength dependence on the strain rate is developed
further to capture the sample size dependence. The continuous evolution of the
representative sample size between two asymptotes corresponding to the limiting loading
rates is discussed. The 2D simulation results also indicate that the number of broken links
corresponding to the stress peak is described by a continuous spectrum of scaling exponents
varying between 1 and 2 reflecting predominant damage distribution pattern.

1. Introduction

Ceramic materials are increasingly used for design of structures exposed to extreme
dynamic loads, which requires in-depth knowledge of the physics of high rate deformation
[2]. This complexity is further enhanced by a well-known sensitivity of the aforementioned
materials to a size effect, defined as a change of material properties due to the change in
“either the dimensions of an internal feature or structure or in the overall physical
dimensions of a sample” [11]. The size effect is also related to the concept of a
representative volume element (RVE) whose definition is “perhaps one of the most vital
decisions that the analyst makes” [9]. It represents a volume of heterogeneous material
statistically representative of the certain local continuum property at the corresponding
material point (e.g., [6], [9]). For the purpose of the present investigation, the size of RVE
with respect to the dynamic tensile strength is identified with the sample size corresponding
to the rate-insensitive tensile strength for the given level of microstructural disorder.

The rapid growth of computer capabilities and advance of the massively parallel molecular
dynamics techniques are perpetually probing spatial and time scales accessible by atomistic
simulations. At the same time, recent advances in experimental techniques offer
opportunity to create and study states of matter under extreme loading conditions and
increase the spatial and temporal resolution of shock-loaded experiments allowing analyses
on subnanosecond scales (e.g., [2], [4], [11]). Thus, simulations and experiments are slowly
converging in the attempt to probe the longer time scales with ever-larger systems. This
development calls attention to the question of the RVE size of the material exposed to the
extreme conditions and the sample dimensions influence on deformation mechanisms and
strength.

221



222 Mastilovic

2. Computational model

Polycrystalline ceramics are brittle multiphase materials containing hard crystals bonded
with an inferior-stiffness matrix. In the present computational model, the mesoscale sample
of aforementioned material is approximated by an idealized 2D structure: a Delaunay
simplicial graph dual to an Voronoi froth representing grains. It is assumed that the
investigation objectives are met by the following model features:
i the average grain facet size defines the model resolution length, I;
ii. the glassy grain boundaries provide the direct, first-order effects on the overall
dynamic response; and
iii. other heterogeneities and defects, such as pores or poorly bound interfaces
between hard crystals, are accounted for by stiffness and strength distributions [6].

Consequently, the dominant damage mechanism is intergranular cracking governed by the
local fluctuations of stress and energy quenched barriers.
The continuum particles located in lattice nodes interact with their nearest neighbors
through the nonlinear central-force links. The randomness of the lattice morphology is
defined by the coordination number z and link length A. The lattice is geometrically and
structurally disordered [7]. The rupture criterion of the link between bulk particles i and j is
in the present simulation set defined in terms of the critical elongation &; = &, = const.
The unnotched tensile sample is a square of size L. The details of the loading procedure and
corresponding effects of the model response are described by Mastilovic et al. [7].
In the present simulation set, the tensile test simulations are limited to 6 different strain
rates (100 s, 1x10° s, 1x10* s, 1x10° s, 1x10° s, 1x10” s*) and 8 lattice sizes
(specified in Fig. 1) distributed over the wide range from L/I. =9 to L/l = 765.
The reduced-units geometric and structural lattice parameters are available in [7] or [8].

3. Discussion of results

An expression is proposed in [8] to model the mean tensile strength dependence on the
strain rate. It is also well known that the tensile strength is, as a rule, strongly dependent on
the sample size. The commonly observed trend is that with the sample size increase, the
stress peak decreases and gradually approaches the asymptotic value corresponding to the
size-independent strength (e.g., [1], [3]). Fig. 1 illustrates that the observed stress peak size
dependence, is qualitatively similar for all strain rates. These simulation results suggest the
following size dependence of the mean tensile strength:

on(L)=0, (L) [1+Gexp (- H A (1)

where the asymptote o,(L—x) is the quasi-static strength of unbounded brittle medium,
A =log L, and G and H fitting parameters (Fig. 1).
If the representative sample size corresponding to quasi-static loading is designated as L°,

its rate-driven evolution could be depicted by

it en] (22224

where fitting parameters define the threshold (A, B) and gradient (C) of the representative
sample size decline. The lower asymptote (L7 <<L?°), corresponding to the ordered
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homogeneous mesoscale damage patterns [7], depends on the resolution length of the
model (i.e., it is individual for each microstructure depending on a dominant internal
feature or structure; “underlying essential microconstituents” [6]). The typical damage
patterns (e.g., [7], [8])—unambiguous signatures of various loading rates—provide a
graphical interpretation of the representative sample size rate-conditioned change described

by Eq. (2).
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Figure 1. Examples of the rate dependence of strength size effect. (The curves represent the least-square
simulation data fit. The sample size L is normalized by resolution length. The shaded area corresponds to 5%
deviance from the asymptote. Parameters G and H refer to Eq. (1))

Finally, the attention is also focused on the number of broken lattice links corresponding to
the apex of the stress-strain curve. The present dynamic lattice simulations indicate that

n, oc L® 3)

applies for the entire rate range but it appears, according to the simulation results presented
in Table 1 (see also [5], [8]), that the continuous spectrum of rate-dependent scaling
exponents is necessary for the complete description of the dynamically loaded disordered
brittle 2D system. This “dimensionality” of the continuous spectrum of scaling exponents
appears to reflect its predominant damage distribution pattern as illustrated in [7] and [8].

Table 1. Change of scaling exponent with the strain rate

log ()[s] | 2 3 4 5 6 7
D 114 | 122 | 156 | 195 | 198 | 196

It is tempting to assume that the crossover

log(£)+E j ] ()

D=2—exp| -
P ( 2109 (2. )

between the two asymptotes corresponds to the rate-driven mean tensile strength evolution;
the fitting parameters (E, F, ¢ ) are described in [8].
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4. Summary

The present simulation set emphasizes the link between damage phenomenology and the
rate-driven size evolution of the representative sample identified tentatively with the RVE
with respect to the tensile strength of the polycrystalline ceramics. From the standpoint of
the weakest link theory, existence of the representative sample (characterized by the size-
insensitive strength), for the given microstructural statistics, implies negligible probability
of finding the dominant crack nucleus with further increase of the sample size. An
expression is proposed to model the sample size dependence upon the loading rate. The
results of the 2D lattice simulations also indicate that the number of broken links
corresponding to stress peak is described by a continuous spectrum of scaling exponents
varying between 1 and 2 reflecting predominant damage distribution pattern.
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Abstract. Plasticity in heterogeneous materials with small domains is governed by the
interactions and reactions of dislocations and interfaces. The rational for interface dominated
plasticity is simple: dislocations glide through the single crystal domain with relative ease,
but pile-up at interfaces, so that interface reactions become a critical step in continuing plastic
deformation. While the details of dislocation reactions at interfaces take place at the atomic
scale, a continuum framework is best suited for large domains. Recently developed
size-dependent crystal plasticity theory is capable of representing dislocation pile-ups and
their relaxation at interfaces. Using this theory, we obtain solutions to simple problems of
single-slip and double-slip shear of sandwiched thin film. Then, we compare the results
with available discrete dislocation simulations.

1. Introduction

Below recovery/annealing temperatures, plastic deformation in crystalline materials is mostly
the result of dislocation glide. When met with an obstacle such as grain/phase boundaries,
dislocations pile-up, resulting in back-stress which impedes further dislocation motion
resulting in size effects [1-3]. The pile-ups are high energy configurations and the mobility at
interfaces is much higher than in the bulk, so that dislocations react - amongst themselves and
with interface structure, to lower the energy (and the back-stress). As a result, plasticity of
polycrystals is governed by the reactions of dislocations at/with interfaces [4]. While some
experimental observations are available [6, 7], the question of which reaction occurs under
given conditions is still open. Indeed, such question can only be answered by atomic level
simulations. The complexity of dislocation-boundary relaxation is illustrated in Figure 1.

The general continuum framework capable of accommodating dislocation-interface reactions
has been developed [7, 4], based on the earlier analyses [8, 9]. This size-dependent crystal
plasticity theory employs the representation of the singular part of dislocation pile-up as jumps
in slip at the boundary, representing effectively boundary superdislocation walls. Back-stress
relaxation occurs by reaction of these boundary superdislocations to lower the total energy.
The relaxation of slip at the boundary is necessarily accompanied by dissipation. Based on
the thermodynamic framework developed in [7], dissipation can be computed using the
difference between peak energy configurations and final relaxed state.

Motivated by frequent observation of size effects and Ashby’s analysis [3] of geometrically
necessary dislocations (GND’s), a number of gradient theories have been proposed in the past
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two decades [10]. While dislocation dynamics simulations [11] confirm that the size-effects
are the result of constraint-enforced, high energy pile-ups, they also attest to the failure of
phenomenological theories to describe relevant physical processes and emphasize the need for
micromechanics-based continuum theory.

(a)

(b)

/

Figure 1. Sketches of dislocation-interface reactions of increasing complexity. (a)
Single dislocation impinging on a tilt boundary could dissociate into sessile and mobile
components (up), or, it can transmit (down), leaving an interface dislocation and
disconnection (X). (b) Two dislocations impinging on a tilt boundary from different sides.
(c) Two sets of dislocations impinge from different sides (thin solid and dashed lines).
The reaction product is shown as network of thick lines. Ni 211{311} boundary [5, 6].

2. Problem formulation & the continuum theory

For the system where dislocation reactions at the interface are not allowed, the principle of
virtual work for the volume V, bounded by surface S, can be written [7]:

fst-éudSzfv[oi5e+zafa‘57“‘+zap“~5ga dv+fszaq“~51““ds. Q)

The vectors g“ are the in-plane slip gradients, and I'* are the slip jump values at the
boundary, effectively representing superdislocation walls.  The constitutive relations

between work conjugates are based on elasticity solutions [9]. The Peierls stress 7% is
considered a material property. The standard procedure of variational calculus then yields a
set of governing differential equations and boundary conditions. The equation of classical
continuum theory remains unchanged, but an additional differential equations and boundary

conditions are given for each slip system. Denote the resolved shear stress as 77, the

in-plane gradient operator v , and the outer normal to the slip plane trace on the boundary

N®. For each slip system, there is an additional differential equation and a boundary
condition:

%'paifa—fﬁ’ inV, N*-(p*+q“)=0 onS. )
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The theory which allows boundary relaxation is given in [7] and [4]. Here we consider a
simplified version in which boundary relaxation is accomplished without threshold and thus
has no dissipation associated with it. The dislocations on two slip systems react along the
boundary to form the resulting dislocation, whose Burgers vector is the sum of the original

two, but which has lower energy. In this case, the slip jumps I'“ in (1) are replaced by
the relaxed values, and the sum includes the reaction product dislocations.

3. Results

The stress-strain plots are obtained for the average shear stress 7., and the total shear

strain T". We consider two cases of shear in a thin film: single slip, and symmetric double
slip. The predictions of the continuum theory are compared to discrete dislocation (DD)
simulations in [11].

First, we consider a simple case of constrained shear with only one slip system activated.
The overall stress-strain response, as predicted by the current theory, is compared to the
results of DD simulations [11] in Figure 2. While the results are in good agreement, note
that the single slip case is not realistic; the elastic-plastic stiffness is only little lower than the
elastic stiffness. The resulting high stresses are bound to cause activation of other slip
systems.

Then, we consider symmetric double slip with identical slips on both slip systems.
Stress-strain curves based on DD [11] and the current solutions, for symmetric double slip,
are shown in Figure 3.
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Figure 2.  Single slip: () DD [11], (b) present continuum theory.

Solutions to the continuum problem match the results of dislocation dynamics simulations.
In case of double slip, the elastic-plastic stiffness is much lower than in the single slip case.
The small discrepancy between two models - the higher stiffness in Figure 3(a) results from:
(i) Neglect of statistical hardening in continuum model. In discrete simulations, random
interactions of dislocations in the bulk contribute to the effective yield stress.

(i) Neglect of boundary dissipation. The current simplified version of the continuum
theory does not have a “boundary yield condition”, i.e., dislocations in boundary layers react
to lower the energy without having to pass an energy barrier.
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4. Summary

The size-dependent continuum crystal plasticity [7, 4] is capable of representing
dislocation-interface relaxation and matches the results of discrete dislocation simulations.

In the absence of dislocation reactions/relaxation, the elastic-plastic thin film is
unrealistically stiff. The presence of the second slip system allows for relaxation at the
boundary and produces more realistic results.  Barring statistical bulk hardening effects
and boundary dissipation, the results of continuum theory and discrete dislocation
simulations are in agreement. While the details of dislocation-boundary and
dislocation-dislocation (at the boundary) relaxation are still an open problem, the continuum
theory used here clearly represent a framework in which such processes can be represented.

Fave @) Tave (b)
%o

Figure 3.  Symmetric double slip: (2) DD [11], (b) current solutions.
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Abstract. Nonproportional 3D thermoplastic ratchetting of a block made of AISI 316H is
considered. Perzyna-Chaboche and MAM models are compared with experimental data.

1. Introduction

Steel mantel of nuclear reactors composed of austenitic stainless steels, such as AISI 316H,
is exposed during its exploitation to diverse time—dependent stress—strain histories. The case
of plastic saturation when stress frequency in “universal” flow curve diagram (i.e., equivalent
Mises stress versus accumulated plastic strain) increases is of special interest. Such behaviour
is called ratchetting. It has been shown to be the case at multiaxial stress—strain histories
especially at nuclear reactors where such histories usually appear.

The paper deals with 3D thermo-viscoplastic strain of a rectangular block made of AISI
316H steel. One of its sides is loaded by constant normal stress ¢ whereas two lateral side
surfaces are acted upon by harmonically variable shear stress 7. Such a history induces
progressive but saturated increase of axial strain in the direction of tension stress components.
The problem is treated by two constitutive models: (a) Perzyna-Chaboche’s model with
incorporated evolution equations for back stress and equivalent flow stress (calibrated by
Eleiche in [1]), and (b) the quasi rate independent MAM model. The MAM model, based
on tensor representations, was calibrated in [2]. Here a comparison of these two models with
experiments reported in [4] has been done.

For finite elastoplastic strains it is commonly accepted that Kroner’s decomposition rule
holds in the following form: Fp := FEIF, where F is the deformation gradient tensor, Fg the
thermoelastic distortion tensor and Fp the plastic distortion tensor,

Then as an invariant measure of plastic strain the Hill’s logarithmic tensor €p =
0.5In (FPF,T)) is chosen. Its principal advantage lies in the fact that it is a deviatoric tensor.
In other words, its three principal invariants read 7} =tr€p =0, m = trf;‘lzD #0, m = tr£133 #0,
if plastic volume change is neglected. Then the symmetric part of plastic “velocity gradient”
tensor i.e. plastic stretching tensor equals has nonzero components: Dpi; = ép/(1+ep) and
Dpyy = Dp33 = —Dpy; /2. Here the superimposed dot stands for material time derivative.
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For the problem stated in the introduction non-zero components of Cauchy stress tensor
read: Ty = 0,Tr3 = T3p = 7, with 0 = const, T = 7 sin (@t) . In this paper we consider small
thermoelastic-plastic strains. Then Cauchy stress differs negligibly from the second Piola-
Kirchhoff stress. For small thermoelastic strains we may simplify logarithmic strain tensor
and obtain its non-zero components as follows: €p1] = ep and €pyy = €p33 = —€p11 /2 as well
as epy3 = €p23z = Yp/2.

A stress controlled test with normal stress ¢ = 245MPa, shear stress amplitude 79 =
75MPa and shear stress frequency @ = 0.5rad/s for ten stress cycles is simulated. Such special
choice of history parameters is made in order to acquire results comparable with experimental
data reported in [4]. These experiments have been made with AISI 316H at a constant tension
of 250MPa, maximal shear strain of 2.6% and amplitude of shear strain equal to 0.17%. We
apply the condition on stress history ||T (1) || < 16MPa/s in order to keep strain rates in the low
range of the order of magnitude ||Dp|| < 1073s~!. For a given stress history T (¢) a response
of the material body determined by plastic strain history is looked for.

2. Constitutive models

Model of Perzyna-Chaboche. For a description of a viscoplastic body Chaboche has extended
Perzyna’s model to account for an evolution of the residual stress. His evolution equations (for
small strains) might be written as follows:

ép=((F -D)/k))"(Ta—Ba)/Z, p=/2/3Dp,

. _ . (1)
By =c(ADp—Byp) —T|By|" "By,  D=b(Q-D)p,

where % =||T; —By||, as well as €p ~ Dp - the plastic strain rate (approximately equal to
plastic stretching for small strains range), B - the residual stress (back stress tensor), D - a static
equivalent flow stress, p - the accumulated plastic strain scalar and <7, = {k,n,c,A,T',m,b, 0}
- a set of material constants to be determined from experiments.

Here the traditional notations for a second tensor intensity as well as its deviatoric part
are employed: [|A] = (A:A)"?, Ay =A — 1trA/3, while plastic loading indicator function
is determined by means of 2(x) = x+ |x].

An identification of material constants has been made in [1] on the basis of experiments
for standard cyclic tension-compression test as well as cyclic torsion test. Their values for AISI
316H as reported in [1] read 7. = {68.38, 5.8, 65, 113.33, 8.7- 10719 1.3, 8.8, 220.45}.

For the problem presented in previous section, deviatoric residual stress (cf. also [1])
has the following non-zero components: Byj; = 2B1/3 and By = Bgzz = —Br/3. and
By23 = By, = By such that (3/2).%2 = (6 —B;)* +3(t—Br)>. We are going to consider
a relatively small cycle number. This makes it possible to neglect the material constant I'.
Such an assumption simplifies the set (1).

MAM model with loading function based normality. Let us take the tensor representation
approach with loading function based normality. Rice’s model by itself is based on normality
of plastic strain rate tensor on a loading function Q taking account of microstructural
rearrangements during plastic straining. Translated to finite strains and with Ziegler’s
modification derived from the notion of least irreversible force, the evolution equation
reads: Dp = AdsQ, where the microstructural rearrangements are supposed to be completely
determined solely by the plastic strain tensor.
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An essential generalization of Rice’s model was given in [2] where the loading function
Q = Q(y) was assumed to depend on the set ¥ = (S2,S3, 1, 43) of proper and mixed
invariants of stress and plastic strain tensors S, = trSfl, S3 = trSi, w =tr{S dl—:p}, Uz =
tr{Siep}. If we take for plastic stretching a second—order approximation in stress and linear
approximation in plastic strain, we arrive at formula

1
AL Dp = (A +A31)Ss+ A (S?i)d + §A352€P + A4 (Sq€p +ede)d, 2)

where again subscript d denotes the deviatoric part of a second-rank tensor. The scalar
coefficient A is obtained from the condition that plastic stretching vanishes when overstress
equals zero. Then evolution equation takes its final form:

On the basis of experimental data for tension and shear of AISI 316H ([2])
material constants of this model are here found to be o = {A;, Aa, A3, Ag, A1, 1} =
{0.01181, 0.01033, —0.008012, —0.01978, 20, 0.2}. The two new constants A; and A,
appearing in A (cf. [2]) arrive from the usual approximation of static equivalent flow stress:
Oegst = (1+ M1 p)}”2 where p is the accumulated plastic strain. The governing set of differential
equations is obtained from (2) by substituting constants into it.

3. Comparisons and concluding remarks

If thermoplasticity is treated, then for each constitutive model the first law of thermodynamics
is indispensable. If temperature distribution is close to be homogeneous, then it may have the
form (cf. [5]):

pCeb +a(Ty+6)trT=T1T : Dp. 3)

Here p is density of matter, C¢ - specific heat, a - the coefficient of thermal expansion,
T = Typ + 6 - the absolute temperature and IT is the dissipation coefficient found in [3] to have
the form: IT = A p~* with values A = 0.7057, A = 0.0244. Also, the reference [6] for AISI
316H gives temperature dependence p = 8084 — 0.4209(T + 0) — 0.3894(Ty + 6)? as well as
Ce =462-107%4-136-107%(Ty + 6). Results of integration of equations (1,3) with I' = 0 are

Figure 1. Temperature history at Perzyna-Chaboche model

presented in Fig. 1 and Fig. 2(a). Aside from time—plastic strain component plots the so—
called universal flow curve (i.e., equivalent stress versus accumulated plastic strain) as well as
phase portrait of plastic strain components are given. The densification feature characteristic
for ratchetting has been observed in the “universal” flow curve.

Similarly, integration of equations (2,3) for the given stress history produced the results
shown on Fig. 2(b). In the paper [4] the authors have investigated ratchetting behaviour in
combined tension—torsion tests. For comparison purposes the paper [4] is especially convenient
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Figure 2. Multiaxial ratchetting with stress control.

since its loading programme was such that after 10 cycles the maximal normal strain was 2.6%
at the corresponding tension stress of 250MPa and a prescribed harmonically changed shear
strain whose amplitude was 0.17%. Of course, the specimens tested were made of the stainless
steel AISI 316H.

Examining the situation of the end point of the phase trajectory calculated by the Perzyna—
Chaboche model (Fig. 2(a).) we see that at these conditions the maximal normal strain has the
value of 0.18% which means that the predicted strain is approximately 15 times smaller than
the corresponding experimentally acquired strain.

On the other hand, the phase trajectory depicted in Fig. 2(b) gives the maximal tension
strain equal to 2.4%. Therefore the relative error amounts to 8§%.

A short conclusion could be formulated as follows:

(a) Although handicapped by the absence of compression data which are essential for a
good cyclic behaviour prediction, the MAM model [2] has been shown to cover multiaxial
variable stress—strain histories in a surprisingly good way. Its extension to include the residual
stress tensor into (2) is straightforward but requires new tension-compression tests.

(b) Both models for the given number of stress cycles do not forecast a commencement
of elastic strain vibrations, i.e., the shakedown behaviour. However the model of Perzyna—
Chaboche aside of poor predictions gives the results very near to these vibrations.
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Abstract. This approach uses the rheological-dynamical analogy (RDA) to model the
dynamic failure of ductile inelastic rods. The analogy has been developed on the basis of the
mathematical-physical analogy between the visco-elasto-plastic rheological model and the
dynamical model with viscous damping. Based on the analogy, one very complicated
nonlinear problem may be solved as a simpler linear dynamical one. Accordingly, the RDA
enables the engineer concerned with materials to utilize simple models, expressible in a
mathematically closed form, to predict new notch stress intensities of inelastic rods to
examine the fatigue crack growth and failure. Based on this theory, notch-induced fatigue
crack growth and failure of rods are quantified by some characterizing parameters namely,
fatigue failure frequency, crack depth, fatigue strength, cyclic toughness, crack width, crack
opening displacement and cyclic stress intensity factor range. A number of experimental
results reported in the literature are used to support the present analysis.

1. Introduction

In the 1960s, linear elastic fracture mechanics (LEFM) was used for the first time for the
description of long crack kinetics [1]. According to the original analysis of Paris and his co-
workers, the crack growth increment per cycle in fatigue, da/dN, can be described in terms
of a power law function of the range of K|, given by AK=Kax-Knin. The LEFM description
became generally accepted for both propagation rate of the long cracks and their thresholds
in the 1970s.

To quantify the effects of crack closure, Elber [2] attempted to describe, with the aid of a
physical model, the connection between load sequence, plastic deformation (by way of
crack closure), and crack growth rate. He assumed that crack extension could not take place
under cyclic loads until it was fully opened, because only when P,,>0 would the crack tip
be stressed. Therefore, the bigger Py, and the corresponding K, the less would the
effective stress intensity factor (SIF) range AKe=Kma-Kop be, and AKer would be the
fatigue crack propagation controlling parameter instead of AK.

2. Rheological-dynamical fatigue crack growth rate and failure of inelastic rods

The RDA model, shown in Fig. 1, of the material behavior of axially cyclically loaded rods
has previously been explained by Milasinovi¢ [3] and used to predict the fatigue strength.
The study [4] presented the physical mechanism and experimental proofs of RDA
predictions regarding the fatigue crack growth rate and failure of rods made of ductile
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materials. Subsequently, closed-form analytical solutions for the rate of release of inelastic
energy Wy(R) as well as characterizing fatigue failure parameters where derived.

Lines of force Stress level for VP yielding
Y=0vtHEs  Te=1o=(mik)”
m=k(T8)?
cer=2k(TR)
Cer K
\_T_l
Fasin(wrt)

b)
Fasin(wrt) Gasin(wet)
Figure 1. Lowcycle fatigue of a long ductile inelastic rod: a) Cross-section of a circumferentially notched
cylindrical rod where fracture finally occurs; b) Model of the rheological body and the discrete dynamical model.

The upper value of the true fracture energy G, of a circumferentially notched cylindrical
rod should be decreased, as shown in Fig. 2, in order to account for the cyclic inelastic
energy dissipation within the rod. Consequently, the cyclic SIF range AK(R) would be

AK, R =G, RE, 1-v" = [ =L —GE, 1-v . (1)

b
%,
o
@
@
w
o
o
@
=3
<
z
5
g
)
<
]
ES
e
o
=

I
TT ]
! |
T
]
T
e
5
Ce-Of
e
F— Ok-Gf

ok_[LT[ - e

] A k .|.0

- v

Figure 2. Cross-section of a circumferentially notched cylindrical rod.

From the RDA study [4], the fatigue strength of an inelastic rod can be written as

@
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The cyclic inelastic energy dissipation at the crack tip with a relative frequency &, which
tends to zero will cause the stress concentration

5,0 H O ax

o, R =limo, R :%%{um 1-R (1+E—H"—YH ®)

The fatigue failure strength o¢(R) is given by Eq. (2) where &(R)=6 is the fatigue failure
frequency defined by the energy criteria Wy(R)/W=1 (W is the elastic potential energy).

5, R = ok-—2 o pict )
6 b+c

where

a=2.2"%1311¢ " —K?|, b=18K-18¢p K —9¢2K +2K?,
vp vp vp

3

c:\/4[3 Lig, K[ +K?[18p, +90% -2 0+K? | . ®)

The main parameter, which depends on the rod geometry and stress ratio R, is given by
L, ) 1
K R =4] = ~. (6)
7D, ) 1-R
The fatigue crack depth of a cylindrical rod is obtained in Ref. [4] as follows
D, R
a, R . 1-——— |D,. 7)
2 D,

The localized reduction of the cross-section rod area A,(R) was derived in Ref. [3] using the
equation of continuity and Bernoulli’s energy theorem:

A [om-% R D _ | A ®

A R \l 1 ’ D,R AR
2
The strain rate of a visco-elasto-plastic rod using the RDA is given by
2
Y 1+
e R=%,% %l g g g P )
A Ay 2By Tq T oy

The resulting change in the crack depth a.(R) may be presented in a typical plot where the
crack depth increases with the increasing number of loading cycles
1) 1)

—Ce_ % 0<6.<6, R . 10
¢ 5 2zt TP et (10)
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3. Verification of results

The fatigue crack growth (FCG) rate is determined for the steel rod (E,=210 GPa, v=0.3):
1,=50 cm, Dy=1.9 cm, m=1.114 kg, k=119.08 x10° N/m, T¢=0.0000967 s, K(-1)=70.16702,
8(-1)=70.05285, fo=1 Hz, N¢(-1)=70.05285/(2x x 1 x 0.0000967)=0.115 x 10° cycles.
(onax=142 MPa, ¢'=2); (omx=0v=258 MPa, pp=4, H'=En/2); (omax=288 MPa, ¢,,=6,
H'=E,/4). The fracture toughness of the material measured was: G;=107 KJm™.

1.E-02
1.E-03
— a® >
[} AO
o LE-04 e 23
o .
) 3.
E 1.E-05 v * * Smax=142 MPa
IS Alo o I I I I I 0 Smax=258 MPa
E‘ 1.E-06 25 A Smax=288 MPa
a o
3 1.E-07 o2 o 4
s .
*
1.E-08 -
1.E-09

1 10 100 1000

AKie(-1)

Figure 3. Comparison of the FCG rate curves.

Fig. 3 shows the comparison of the FCG rate curves. The diagrams show three regimes of
the FCG response. In Region I, the FCG rate decreases rapidly with the decreasing AK; In
Region I1, the FCG rate is in the mid-range, with the Paris law prevailing; In Region I, the
FCG accelerates, and resulting from a local fracture due to K. equals the fracture
toughness K;.. The K, factor gives the overall intensity of the stress distribution. Here,
K,:=V0.107-210000-(1-0.3)?=143 MPa m“2.
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Abstract: The results of a welding thermal process of lIdayad steels are multiphase microstructures with
different amounts of ferrite, martensite, bainitel aetained austenite. Different phases in differeelded
joint regions (weld metal-WM, heat-affected-zone-HAnd parent metal-PM) along with their different
morphologies determine the material mechanical iehand can affect on propagation rate of thegtai
crack under cycling loading. The aim of the preseatk is to evaluate the effects of microstructore
fatigue crack growth (FCG) of high strength michoyed (HSLA) steel-NIONIKRAL 70.

1. Introduction

Welded structures are widely used in various stimest including pressure vessel. The structural
integrity and operational safety of welded pressugssels primarily depends on weldments
behaviour.

Determination of parameters of the fatigue crackcfmracteristic zones of welded joints of
HSLA steel type Nionikral-70 (yield strength 700 B)Rs presented in this paper. The results
have shown that the position of notch and theditidn of a crack affect the values of stress
intensity range of fatigue threshalKy, and parameters in equation of Paris.

2. Computations and Experimental Fatigue Crack Growth Behavior

In this section (FCG) predictions of single edgac&ed bending (SEN(B)) specimen (L=100
mm, W=16 mm, B=12 mm,,a3.029 mm) made of NIONIKRAL 70 are considered. In
computation fatigue crack growth analysis convergidaris low [2] is used:

da/dN =C fK,)" 1)
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where: C, m — the material constamt is the stress intensity factor (SIF) range of spen
The SIF of cracked specimen is defined in the faxh [3]:

6M+/ma
| =Y 2
W°B

in whichM denotedending moment and the corrective function. Material constafsm are
determined experimentally for three welded joirgioas PM, WM and HAZ, Table 1.

@)

Table 1: The material constants of Nionikral 70 in threglded regions

Crack in C m MK, [MPanf K. [ MPanf]
PM 9,05 x 10 4,76 5,85 158
WM 6,07 x 10 2,393 5,82 120
HAZ 8,06 x 10™ 3,054 4,3 147
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Fig. 1. Comparison of crack growth
rateda/dN vs. stress intensity

factor range AK for welded joint
constituents, [1].

Fig. 2. Fatigue fracture surfaces undek~10 MPani*
a,c,e and undexkK~30 MPani® b,d,f.
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2.1. Fatigue Crack Growth behavior of PM

Cracked specimen was tested under variable bendimmgent during crack growth, Fig. 4.
Relation (1) can be solved only if bending momentdefined in analytic form, [4]. This
moment is approximated in polynomial form as defiireFigure 3.

2.2. Fatigue Crack Growth Behavior of HAZ

Computation crack growth behavior, using eqs (1 é2), is obtained for constant average
bending moment of 28 Nm during crack growth beha\ka.5.
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Figure 3 Variable specimen bending moment duriaglcgrowth
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2.3. Fatigue Crack Growth Behavior of WM

Computation crack growth behavior, using egs (1J &), is obtained for constant bending
moment of 19.51 Nm during crack growth behaviog, i

3. Discussions

The most expressively presence of striation is doah HAZ fatigue fracture surface under
AK~30 MPani®, Fig.2.f. The presences of secondary cracks anstmgtions indicate their
brittle character. Poorly striation was found at Hfatigue fracture surface under the value of
AK~10 MPanf® Fig. 2.e, and at WM undé&¥K~10 MPan1® andAK~30 MPani” Fig. 2. a,b.
Representative for PM undaK~30 MPani®is the presence of brittle intercrystalline fraetur
which is one of static fracture modes. The presafcdimple fracture (which is also one of
static fracture modes) at WM fracture surface wis® &ound underAK~10 MPani*® and
AK~30 MPani®. Relief at WM, PM and HAZ is more apparent und&~30 MPan® Fig. 2.
b,d.f, than undeAK~10 MPanl* because of the larger plastic zone.

Comparison of computation and experimental fatigwack growth behavior of different
welded joint regions of NIONIKRAL 70 shows good egment between computation
predictions and experimental results in fatigueckrgrowth behavior in all welded joint
regions.
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Abstract. This paper describes the application of the theory of critical distances (TCD) in
the prediction of high-cycle fatigue behaviour in engineering components. The TCD
represents a major extension of linear elastic fracture mechanics (LEFM), allowing it to be
used for short cracks as well as for stress concentrations of arbitrary geometry, using the
results of finite element analysis (FEA) or other computer-based methods.

The classical analytical calculation of shafts has used the Peterson's elastic stress
concentration factor charts obtained for conventional values of fillet shaft's transition radius.
Finite element method has been used for the simulation of shaft stress state under real load
conditions.

This paper illustrates the application of the TCD to a case study on the failure analysis of a
turbine shaft from a hydro power plant. The key conclusion of this research is ability of
TCD to fully explain cause of failure through accurate crack initiation prediction [1].

Key words: theory of critical distances, high-cycle fatigue, shaft, FEA

1. Introduction

The most frequent causes of failure are defects such as pores or cracks introduced during
manufacturing. Also, an inadequate design features, such as sharp corners and other notch
like type of stress raisers, cause excessive stress concentration and significantly contribute
to failures. In all such cases the common factor which cause failure, is high local stresses.
One of the key points in failure analysis is the ability to make accurate predictions of the
strength and fracture of materials in complex load-bearing structures. The strength
calculation of failed part is also linked with the review of original designer approach in
order to check a hidden design error. The majority of failures could be addressed to high-
cycle fatigue and prediction of the effect of stress concentrations on fatigue life and fatigue
strength is of great importance [2].

Despite this, there is no commonly accepted set of standard methods for predicting the
effect of notches, holes, joints, defects and other stress-raisers. This is not due to a shortage
of theories and methodologies — there are, in fact, a multiplicity of methods to be found in
the literature for the prediction of notch fatigue behaviour. It is rather that the scientific
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community has not been able to decide which method, or methods, are most suitable, and
under which circumstances [1, 3, 4].

The Theory of Critical Distances (TCD) is a method for the prediction of failure on
engineering components and structures with various types of stress raisers. Failure
commonly occurs due to the initiation and growth of a crack, through mechanisms such as
brittle fracture, fatigue and stress corrosion cracking. In these cases it is well known that
both the maximum stress and the stress gradient are important in determining whether
failure will occur. It is also well known that materials possess inherent length scales which
are related (in complex ways) to their microstructure and modes of deformation and
damage. The interaction between the length scale and the stress gradient determines
whether failure will occur from a given feature. The major assumption is that cracks,
notches and other stress concentration features could be considered in the same way, in
particular that cracks are not a special case. This assumption is rather questionable, since it
is known that different results can be obtained from, for example, a specimen containing a
pre-crack induced by fatigue, and an otherwise identical specimen containing a sharp,
machined notch.

The local stress field around a notch, or any other stress concentration, can be represented
in a simple form by a plot of the stress as a function of distance along a line beginning at
the notch root, Fig. 1. We will assume that the stress analysis is an elastic one, and that it is
the maximum principal stress which is being plotted. It is well known that poor accuracy
can be expected if one attempts to predict fatigue life based on the range of stress at the
notch root (i.e., at a distance of zero in Fig. 1). The use of plastic strain range instead of
stress range, has the disadvantage that an elastic—plastic analysis must be performed (or
approximated) and in any case it is still quite inaccurate for the prediction of high-cycle
fatigue in features with high K, - stress concentration factor factors (e.g., sharp notches,
pits) [3, 5].

This means that the first step in the application of critical distance methods is to use them
explicitly, generating stress—distance curves such as Fig. 1 from FEA and calculating the
necessary stress values directly.

STRESS Figure 1. Schematic plot of the stress as a function of distance from
RANGE, Ac the root of a notch or other stress concentration feature. The point
method uses the stress at a distance L/2 from the notch.

L/2 DISTANCE, r

The second step in the updating of these approaches has been the development of a method
to calculate the value of the critical distance from first principles. The underlying theory
was suggested by Tanaka [3] and by Taylor [4] and validated against experimental data by
Taylor [4] and by Taylor and Wang [5]; it is essentially a combination of notch fatigue and
linear elastic fracture mechanics concepts. If one assumes that the point method and line
method are valid for all types of notches, including sharp cracks, then one can use fracture
mechanics to define the stress—distance curve at the fatigue limit for a cracked body (for
which the stress intensity range is equal to the threshold value for the material: AK = AKy,)
and thus obtain the critical distances for the two methods. The result [3,4] is that the critical
distance for the point method is L/2, where:
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In this equation Aoy is the fatigue limit of standard, unnotched specimens of the material,
and AKy, is threshold stress intensity. The fact is that is often difficult to define a accurate
fatigue limit, the stress range corresponding to a given number of cycles, usually in the
range 1-10 million, is generally used instead. It has been demonstrated by comparison with

experimental data [6] that the use of this value of Ac, for L gives good predictions, not only
for notches but also for short cracks, in many different materials.

2. Case study: Failure analysis of hydraulic turbine shaft

The conclusion of shaft failure analysis, Fig 2, was that the combination of several factors

leads to failure:

— Inappropriate corrosion protection in the zone of critical radius and lack of procedures of
renewing corrosion protection of turbine shaft.

— Corrosion, i.e. corrosion fatigue due to leakage of river water through the sealing box.

— High stresses during start/stop cycles and during regular operating regime in the zone of
transition radius for ‘‘wet’” environment - constant leakage of river water [7].

Figure 2. a) turbine shaft with runner during assembling in the bulb, b) fractured surface

As an integral part of failure analysis, the finite element analysis of turbine shaft was
performed under various conditions [8, 9]. The major conclusion was that stress gradient
during start up and regular regime had no influence on crack initiation, Fig. 3a) and b). But
the simulation of corrosion pits with diameter of 600 um, Fig. 3c) during start up regime
revealed that the stresses under corrosion pit at distance L/2 was above the values of fatigue
strength of unnotched specimens tested in water. The values of K, (stress concentration
factor) obtained by FEM analysis was, for the case of LC1 (regime during starting) the 3,97
and for case LC2 (regular operation regime) 2,057. The value of K; on corrosion pit on
radius, Fig 3c) was 5,97.

3. Discussion and conclusions

Presented case study is another confirmation, the applicability range of TCD as a method
that combines properties of material and geometrical features of engineering component is
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very wide. Compared with standard damage mechanics models, which are not generally
used to predict cracking processes because they are not well adapted to deal with stress
singularities, the TCD can be used as a complementary methodology to modern damage
mechanics. On Fig. 3b) the comparative stress gradients from tension as result of axial
hydraulic force during starting regime (F,=5542.65-10° N) without corrosion pit and with
corrosion pit are presented.
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Figure 4. a) Corrosion pits on transition radius b) Stress gradient under the corrosion pit
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Abstract. Aluminum foam structures (AFS) have been actively research over the past
decade as a means to develop lighter, more efficient materials for transportation to address
sustainability issues. Composite sandwich beams based on a foam core between two flat
enclosures are interesting systems for practical purposes due to their mechanical properties
optimized for high shock absorption and bending strength. These materials have a ductile
microstructure and can hardly be modeled as homogenous effective continua outside the
linear elastic regime. The comparison of uniform compression tests vs. 4/points bending
tests on one-piece beams, 400mm x 40mm x 30mm (length, width, thickness) in size,
demonstrate that the Al foam is damage tolerant only under compression, whereas it
undergoes sudden failure in presence of shear due to limited shear strength of the
microstructure. Capturing the onset of localization is easy in the first (ductile) case and
challenging in the second (brittle) one. Presence of weld joints can alter substantially the
intrinsic properties of the native composite panel, introducing weaker spots that cause shift
in failure mode. Electron beam welding offered optimal performance in our screening tests,
preserving the response of the native one-piece beam in the bending test.

1. Introduction

Metal foams make a class of modern materials with great industrial potential for the
development of innovative structural components optimised for several functions, e.g.
energy absorption, acoustic isolation, EM shielding, vibration damping, etc. While there
exist methods for manufacturing foams for most metals, aluminium foam structures (AFS)
are particularly appealing by a sustainable engineering perspective [1]. Figure 1 displays
the section of a commercial AFS-based composite beam (AFSC hereafter) for light weight
transportation, where the foam core is sandwiched between two skins of bulk Al to deliver
optimized mechanical properties (POHLTEC METALFOAM, ECKA Granules, Italy) [2-
3]. Amongst the many technological challenges, this paper highlights two important aspects
for failure prediction and mechanical design. First, tests on one-piece AFSC beam are
analyzed to demonstrate the different damage tolerant behavior under compression and
shear (which arises during bending actions). Next, the attention shifts onto two-parts AFSC
beams welded by different techniques, a particularly critical aspect for the structural
integrity of large span components that are necessarily built from multi-parts joining. The
importance of the experimental characterization on modeling is emphasized throughout.
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Thickness: 1.7mm
Material: AA6082
Density: 2.7g/cc
Thickness: 26.6mm
Material: AISi6Cu6
Density: 0.51g/cc
Thickness: 30mm
AFS +/-0.5mm
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Figurel. Main geometric features of AFSC panels, including mechanical properties of the Al skins

2. One-piece AFS composite beams

For the sake of assessing the different behavior (i.e. strength and failure mode) under
compression and shear, the mechanical characterization of AFS panels is performed with
uniform compression tests and 4 point bending tests.

2.1. Uniform compression

Uniform compression tests with periodic unloading revealed three stages of deformation.
After the elastic regime (e < gy, with E ~770 MPa and compression yield strength oy ~ 4-5
MPa), the microstructure undergoes two-stages transformation consisting of buckling and
collapse of foam pores (stage 2, gy < € < &) followed by compaction and densification (¢ >
€1). The extended range of plastic deformation in stage 2 (g,~0.5) and stage 3 ( test stopped
at gyax ~ 70-80%), with unchanged unloading slope, indicates the ductile nature of the
microstructural response to compression and the lack of cracking.
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Figure2. Compression test of one piece AFSC sample at strain rates ~0.4*107%(1/s). Three stages are observed.

Damage parameter. The plastic deformation ¢, does not relate to a bulk process but
describes at the macroscopic level the ongoing ductile damage in the microstructure. By a
technological standpoint, the stage 2 deformation is the most relevant, as it is directly
related to the pores distribution and can be controlled (in terms of &q and €;) by tuning the
AFS microstructure and thickness. The damage consists of sequential plastic collapse of
individual thin-walled cells (starting from the larger ones) and can be expressed in terms of



Experimental Assessment of Damage Mechanisms in Both One-Piece and Welded Aluminum Foam... 247

a damage parameter (an order parameter D, ranging from 0O at yielding to 1 at ;) defined
simply as

=t = b c 1)
L-t H-1

which is evaluated at rest in terms of ¢, and thicknesses both at yielding and at &;. Work is
being carried out to relate D, with the tangent stiffness Er=0dc/0¢ and to correlate the latter
to the pore distribution via extreme value theory of statistics. The resulting constitutive
model throughout the uniform compression test is expressed by the usual relationship for
ductile systems o =E(¢—¢,) specialized for AFSC as

tl _tO

0

Dy(@0=0)=

o(e;Dy)=E(e—

D,) @)

2.2. Four points Bending

The damage tolerant behavior in compression is not paralleled by an equal damage
tolerance to shear. In accordance with ASTM C393 and (input & output) data in Table 1,
the information deduced from the bending test in Figure 3 indicates that the onset of failure
(point 2 in the stress plot) is due to the “sudden” formation of a localized shear fault in the
non-zero shear zone (between the lower support and the nearest upper support) as soon as
the AFS core is subject to apparent shear stresses of less than 2 MPa. This corresponds to a
brittle, damage intolerant behavior of the AFS and hinders safe application of this type of
AFSC in presence of shears. (Accordingly no damage parameter is introduced).

(]

{ . | deflection (mm)

Figure 3. 4/pts bending of one-pice AFSC beam and plot of stresses in the skins as a function of the deflection .

LIST OF PARAMETERS DEFINITION
4PBT - OUTPUT PARAMETERS TEST PARAMETERS MECHANICAL OUTPUT
P PL P= shear load [N] 7 = shear stress in the core
= [ — d= sandwich [MPa];
(d+ )b 41(d + )b thickness[mm] o = bending stress in the skins
E(d® — b " c= core thickness [mm] [MPa];
p- 2w Gldtarh b= specimen width [mm] | D= panel bending stiffness
12 4c L= distance between the [N/mm?]
11 PL3 PL supports [mm] U= panel shear stiffness [N]
= Db 8D A = central deflection

Table 1. Summary table for stress determination in bending tests

3. Two-pieces welded AFS composite beams

The “intrinsic” deformation and failure properties of the AFSC described in the previous
section may drastically change in presence of welding joint. Our screening tests of the
welds in Figure 4, indicates that electron beam welding (although costly) offers best
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performance. A representative comparison in Fig.4 between the failure mode of this
technique (B) vs. a laser-TIG (C) reveal that the joint section becomes a weaker causing a
shift in failure mode from a shear dominated rupture in the AFS to a bending driven one.
However, the optimization of the laser-TIG is continuing because it is more convenient for
al practical purposes. In particular, preliminary observations indicate a marked
improvement by adjusting operational parameters such as the amount of feed material. This
first experimental campaign precedes a systematic study of residual stresses from welding
and from foaming process itself, which is an important piece of information to obtain
reliable materials simulations and understand the underlying mechanisms of the different
mechanical failure modes. Preliminary characterization tests of the microstresses have
began by means of the technique [4].

skin butt joint

“Kinsert

"T"insert

double "T" external insert

rectangular insert

Figure 4. Comparison between different failure modes in a 4-points bending test of two-pieces welded AFSC: (B)
shear fault formation in the foam in an electron beam welded AFSC (with insert) (like Fig.3); (C) brittle fracture at
the joint location of a laser-TIG beam welding in the middle (without insert).
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Abstract

The amount of silver in SnAgCu (SAC) alloys has undergone progressive reduction due to cost, concerns related
to mechanical properties and toxicity of Ag. Micro-alloying via addition of various amounts of minor/micro
dopants, such as manganese (Mn) or antimony (Sb), or rare earth elements, such as lanthanum (La) or cerium (Ce),
is currently being explored in these low silver content solders as a means for producing fine-grained, stable
microstructures, to improve their reliability under different types of loading conditions. These solders are often
termed SAC-X solders, X being the micro-alloying element(s). The current study investigates isothermal cyclic
durability of two relatively new SAC105-X solders — Sn1.0Ag0.5Cu (SAC105) doped with 0.05 wt-percent Mn
(termed SAC105Mn in this paper) and with 0.55 wt-percent Sb (termed SAC105Sb in this paper). Grain size of
these micron-scale specimens is investigated using cross-polarized microscope. Presence of any new phase and
due to addition of micro elements is currently under investigation using synchrotron diffraction analysis.
Morphology and distribution of intermetallic compounds in as-solidified microstructures have been reported in
this study. Cyclic isothermal mechanical durability tests have been conducted at room temperature at a constant
strain rate of approx 5.5E-2/s to identify the effect of addition of the trace elements on durability of SAC105
solder. Post failure investigation of these mechanically cycled specimens is conducted to identify the failure
mechanisms and modes in these new alloys.

1. Introduction

Research focus on development of new materials for electronic interconnects has recently shifted from the
processing issues to tailoring their microstructures and mechanical properties for specific use conditions, by
adding minor alloying elements. In the past, silver content in lead free alloys has been kept high (~3 wt-%) to get
adequate thermo-mechanical strength but recent investigations have pointed out that low silver content (~1 wt-%)
solders perform better under mechanical shock and drop loading conditions due to their lower hardening and low
ductility [1-3]. Addition of micro-alloying elements can have a wide range of effects on various physical
properties of solders, primarily on (a) bulk microstructure e.g. morphology and/or mechanical properties of the
intermetallic compound (IMCs) of solder interconnections and/or, (b) the solidification rate and/or, (c) mechanical
properties of the bulk solder. The primary reason for adding Sh in SAC solders is its effect on the strength of the
alloy: the ultimate tensile strength (UTS) of the Sn3.5Ag0.7Cu solder alloy increased by about 15 % (strain rate of
1E-4) as the Sb content increased to the range of (1 — 2) wt-percent [4]. Sb dissolves in the Sn-rich phase solid
solution as well as CugSns and AgsSh phases by substituting Sn in the Sn sub lattice as Cug(Sn, Sh)s and Ags(Sn,
Sb) [5-7]. Thus, Sb affects mechanical properties of the solder primarily through solid solution strengthening of
the Sn matrix. Reports on improved drop reliability with the introduction of trace amount of Mn have made it
another interesting new minor alloying element for SAC solders. Liu et al. [8-9] have made an extensive reliability
evaluation with BGA component boards assembled with different solder alloys, including the SAC105Mn. Their
studies show that, as compared to the SAC105, the drop reliability is improved by about (10 — 50) % depending on
the pre-test treatment used in the study and thermal cycling reliability by about (10 — 40) %. Due to the fact that Sb
& Mn containing solders are still very little used in the industry, many of the mechanical properties, such as creep
and cyclic fatigue in particular, of the Mn & Sb containing SAC solders need to be investigated. A brief summary
of the multi-scale microstructure and isothermal cyclic durability response of these two new alloys have been
reported in this paper. However, creep constitutive response of the above materials will be reported in details in
future publication.
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2. Experimental setup & Approach

The constitutive response and cyclic fatigue durability of SAC alloys have been measured using a custom built
thermo-mechanical micro-scale (TMM) test system developed at the University of Maryland. The test setup used
in this work has been described in more detail elsewhere [10]. The specimen configuration used in the current
work is a modified version of the notched shear specimen developed by losipescu [11]. The advantage of this
specimen configuration is that the stress distribution in the joint volume is quite uniform because of the notches.
The specimen width is only about 180 microns; representative of the size of the functional solder interconnects.
Complete details of the fabrication procedure are presented elsewhere [11]. In the current work, cyclic tests have
been conducted at room temperature and a deformation rate of 10um/s. This displacement rate corresponds to a
strain rate of approximately SE-2 s™'. Under these conditions the deformation is believed to be plasticity dominated
rather than creep for the solders under study. The displacement controlled loading profile is triangular and all the
results presented here are based on a failure criterion of 50% load drop in the specimen, commonly used criterion
for isothermal mechanical cycling tests.

3. Results and Discussions

As cast solidified microstructure of the SAC105Mn and SAC105Sb solders and grain morphology are presented in
section 3.1. In section 3.2, cyclic mechanical durability behavior of the above two materials has been compared
with that of SAC105 at room temperature. Section 3.3 gives a brief summary on failure failure modes and
mechanisms of cycled specimens.

3.1 Pre-test microstructure

i

Figure 3. Cross-polarized image map of as cast solidified SAC105Mn TMM joint
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Several length scales exist in microscale SAC solder joints. SAC105X solder joints are predominantly found to be
coarse grained in nature as evident from cross-polarized image of SAC105Mn solder joint (Fig. 3). The next lower
length scale (within a single grain) is the micrometer Sn dendrites embedded in the Sn-Ag eutectic region. Load
sharing between Sn dendritic phase, eutectic Sn-Ag phase and micronscale CugSns IMCs contribute to
reinforcement strengthening of Sn matrix (Fig. 1 & Fig. 2). Next lower length scale is nanoscale AgszSn IMCs
dispersed in eutectic Sn-Ag region, which contribute to dispersion strengthening of Sn matrix (circled region in
Fig. 2). The above dispersion and reinforcement strengthening mechanisms are being influenced by the
microstructural features such as size (length and radius) of IMCs, volume fraction of IMCs; interparticle spacing
etc. Micro alloying influences the above microstructural features, which in turn affects the dispersion and
reinforcement strengthening mechanisms resulting in change in constitutive and durability properties of solder
material. Initial investigations points towards evenly spaced smaller size AgsSn and CugSns IMCs with reduced
interparticle spacing in SAC105Mn solder compared to SAC105 leading to more uniform stabilized
microstructure. This is due to addition of trace amount of Mn which reduces the amount of undercooling in SAC
solder significantly by about (20-25°C) [8-9]. In case of SAC105Sb, solid solution strengthening of Sn matrix by
Sb dissolving in the Sn-rich phase solid solution as well as CusSns and AgsSn phases is currently under
investigation There is no new phase formed across the volume of the SAC105X solder specimens confirmed using
synchrotron radiation analysis, which will be discussed in details in future publication.

3.2 Cyclic mechanical durability test results

Cyclic mechanical durability of SAC105Mn and SAC105Sh is compared to that of SAC105 under room
temperature isothermal conditions to identify the effect of micro alloys on durability of SAC105 solder. The test is
performed under inelastic strain range control. A triangular wave form of with a strain rate of approximately 5E-
2/sec is used for this study. A power law relationship is used to fit the various damage metrics (D) and the cycles
to failure (Ny) and is given by:

D=C-NJ, M
Where, C and n are material constants. Multiple tests have been conducted at varying displacement amplitudes of
6, 8, 10 and 15 um which corresponds to strain ranges of +3, +4, +5 and +8% at room temperature for above three
solders. The damage criteria (D) used in this study is cyclic hysteresis or inelastic work density (W, mJ/mm?®).
Number of cycles to failure is defined as the test cycle at which load induced in the specimen reaches 50 percent of
its total load bearing capacity. Cyclic softening is evident from the hysteresis loops at different load drops for one
such cyclic durability test (Fig 4) for a SAC105Sb specimen. Number of cycles is recorded for 50% load drop
criterion and is plotted against the energy density obtained from the area under the hysteresis loop in Fig 5.
Addition of trace amounts of Mn and Sb do not improve the cyclic mechanical durability of the above solders
compared to SAC105 significantly under tested strain rate (5E-2/sec) at room temperature. Additional tests are
currently being conducted at both lower (5E-1/sec) and higher (5E-4/sec) strain rates to identify the dependence of

cyclic fatigue durability on strain rate due to addition of these trace elements. Power law material constants for the
above three materials under the tested conditions will be detailed in future publication.
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Figure 4. Hysteresis loops for SAC105Sh solder Figure 5. Creep minimized-cyclic fatigue test results

3.3 Post Failure Investigation

The initiation of fatigue cracks in Sn-rich alloys bears a close relationship with the alloy microstructure. In
dendritic microstructure, macro cracks are found propagating dominantly through the bulk of the solder taking the
path that shows least deformation resistance. Cyclic deformation tends to concentrate in the dendritic phase as
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shown by numerous slip bands (Fig. 6). The as solidified dendritic microstructure evolves into a more equiaxed
microstructure near the macro crack due to localized recrystallization (Fig. 7). Slip bands (Fig. 6) found in the bulk
of the solder is impeded either by possible Sn grain boundaries or dendrite boundaries (shown with arrows), thus
causing interfacial discontinuities where a change in orientation of the shear bands is visible across the boundary.
Macro cracks are found to subsequently nucleate and propagate along these interfaces.

.

Logalized RecCrystaliigations

Slip Bands

Figure 6. Slip bands in 3-Sn dendrite Figure 7. Grain boundary cracking in Sn dendrite

4. Conclusions

As cast solidified microstructure of two SAC105X solders are investigated to identify the microstructural
differences due to addition of dopant elements (Mn and Sb) and their effect on cyclic fatigue durability of SAC105
is quantified. SAC105X solder joints are found to be moderately textured coarse grained in nature similar to that
of previously found coarse grained SAC105 solder. It is noted that cyclic mechanical durability of SAC105 at
room temperature under tested strain rate neither vastly improve nor degrades due to addition of above dopant
elements. Effect of strain rate on the durability of the above alloys due to addition of trace element is currently
under investigation. However, creep resistance of these two new solders at room temperature is found to be higher
than that of SAC105 which is not reported in this paper due to space constraints. Post failure analysis of cycled
specimens show shear bands on both sides of grain boundaries and macro-crack propagating dominantly through
the bulk of the solder with distributed micro-damage surrounding it.
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Abstract. Silicone is a material which has today many practical applications. Usage of
silicone is constantly increasing, especially in medicine (surgical implants, sensors). For
development of new medical devices and implants it is important to find more suitable ways
to connect different materials that are widely used separately. The aim is to combine the
positive characteristics and to create a new material behavior. Therefore, the objective of
this investigation is the development of new manufacturing concepts for creating hybrid
shouldered test bars and to perform tensile tests on them. The test bars are made of silicone
with inserted flat metal springs. Altogether 4 different shapes of springs are considered. For
manufacturing of the hybrid shouldered test bars the methods of casting and heat pressing
are used. The test bars created by casting have smaller deformation of the leaf spring than
the ones produced by heat pressing. During tensile tests most of the bars show damage at
strains between 11% and 25% of their lengths depending on the shape of the inserted metal
spring. The analysis of the test results shows a high degree of relative movements between
the different used materials [1].

Key words: Casting, heat pressing, leaf spring, shouldered test bar, tensile test

1. Introduction

Silicone is a material which has today many practical applications. Usage of
silicone is constantly increasing, especially in medicine (surgical implants, sensors) and
food industry (packages). It is used because of its properties: human body can be in contact
with it for a long time, without consequences; it can be easily shaped; it has great elastic
properties. But in some applications, that so big elasticity can be disadvantage. So, if
greater toughness is needed, and chemical structure of silicone can not be changed, some
other material must be inserted into it. That material is in our case metal.

In the field of technology that concentrates on the combination of different
materials, a lot of research has been done. As an example, a cochlear-implant can
mentioned. All of the nowadays applied implants, which are implanted in the cochlea,
consist of an electrode array, a receiver and a stimulator unit for signal, an electrical
transmission and a receiving antenna. In Fig. 1 is a representation of an implant from MED-
EL (MED-EL, Innsbruck, Austria). 12 or more platinum electrode pairs are embedded in
one soft silicone-carrier. The electrodes are made with wave-shaped wires for maximum
softness and flexibility.

Production procedures are chosen according to recommendations in data sheets of
products of Wacker Silicones Company [2, 3]. Two manufacturing concepts are selected
and used for production of hybrid test bars. They are casting with liquid silicone and heat
pressing with solid silicone.
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Figure 1: a silicon implant from MED-EL, Innsbruck, Austria (http://www.medel.com)

2. Manufacturing concepts
2.1. Test bar

The complete form closure was chosen as a connection type between silicone and
metal for this research, which means that metal structure is put inside silicone (in the
middle of it). Four different shapes of the leaf spring (whole metal part is constructed of a
sheet metal) were manufactured (fig. 2). As a material for metal parts of shouldered test
bars is used spring steel 1.4310.

Since these test bars were to be stretched in the machine and characteristics (stress
and strain) measured, they are made with shoulders. That means that the ends are wider
(which means greater contact surface with machine catching part) and middle part narrow
(in order to have smaller resistance). Part in the middle of test bar is only important for the
results of the stretching tests. Shoulders of the test bars have an insignificantly small
influence on accuracy of results.

Figure 2: Example of final produced hybrid test bars with heat pressing

2.2. Heat pressing

Produced model of the heat pressing tool is displayed at the figures 3 and 4. The
test bar must be made in a few steps. Firstly, one half of the silicone body is made with first
configuration (fig.3 left), and then the second half on the same way. They can be made with
cold press (on the room temperature) or with a hot press (for a very short time). Then is the
metal part inserted between them, and they are vulcanized with heating press (fig.3 right).

On the next picture (Figure 4) all parts of our press tool can be seen. Purpose of
the small screws is to close the small holes on the “red” covers in the process of production
of silicone halves. That is done because through high speed of exiting silicone some holes
in the silicone half around the exiting holes of the tool can be made. In the process of final
pressing and vulcanization these screws are not used.
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Figure 3: Press tool in 2 configurations Figure 4: Parts of the produced Figure 5: Parts of the produced
press tool casting tool

2.3. Casting

For the process of casting it is important that tool have two holes, one for injection
of the silicone, and another for exiting air. To prevent that silicone flows out of the tool,
these two holes must be on the top of the tool. It is also better if the pocked is filled from
bottom to top, because in that way is less possible that bubbles of air could be captivated by
silicone in the pocket and silicone would press residual air out, through output hole. To
solve these problems, pocket is built with an angle (in our case it is 45°), input and output
holes are on the top of the tool, and with tunnels is input hole connected with the bottom of
the pocket. The output hole is positioned on the top edge of the pocket so the silicone can
leave the pocket through it, only if the pocket is completely full with silicone. Build model
can be seen on the figures 5 and 6.

> o
*5 |

Figure 6: Casting tool: 1 — output hole, 2 — input hole, 3 — cleanout hole (during casting closed with screw),
4 - fixer for metal spring, 5 — pocket.

3. Tensile tests

Tensile tests are performed on the machine shown on the Figure 7. Hybrid test bars are
stretched for 12.5% and 25% of their length. Stretching machine is connected to the
computer which in appropriate software sketch stress-strain diagram. Diagrams clearly
display moment of crack. One of them is displayed on the Figure 8.
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Heating Press test bar no. p24
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Figure 7: Test bar in the stretching Figure 8: Example of test results
machine during uniaxial tensile tests

4. Results

There were 4 different types of springs. 8 (2 x 4) test bars are produced by pressing and 4
by casting. 4 of the first ones and 4 of the second ones are 25% stretched (10mm), and in
100% of cases, spring was broken. 4 test bars produced by pressing are stretched up to
12.5% (5mm) and in the 25% of cases spring was broken. During tensile tests most of the
bars show damage at strains between 11% and 25% of their lengths depending on the shape
of the inserted metal spring. The analysis of the test results shows a high degree of relative
movements between the different used materials

5. Discussion

Hybrid test bars produced by casting are giving better results, then ones produced by
pressing.
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Abstract. Two theories — Damage Mechanics and Fracture Mechanics (DM&FM) exist
today in paralel both traying to describe the fracture phenomena of many diferent materials.
However, both theories are founded on their own basic assumptions which are highly
idealistic considering the real fractografic nature of any fracture of materials. FM assums
and consider a single crack suranunded with medium which is assumed as mechanicaly
intact. On the other side, DM assums a continouse damage field within the zone of loaded
material. The highly idelized base ground of both theories maks tham unable to encompass
and solve the problem of fracture of any material in general. Much more realistic solution
may be obtained by combining these two approaches as it was proposed earlier (1977) by
Professors J. Janson and J. Hult from Gethenburg's University [1]. The new assumtion
implays a single macro crack embedded in the material with continouse damage field. The
assumption is derived and based on many NDT investigations of the fracture initiation and
propagation of various materials. Actually, it appears that the fracture process within loaded
material proceeds continuously and gradually trough the several phases following
subsequently each other from (a) mechanically intact material to (b) continuous damage
field and finally to (c) sharp single crack initiated within damage field [2]. Analyzing
Dugdale crack model, plastic flow and damage creation are assumed to occur within the
narrow region at the crack tip. The approach has not gained significant attention of
researchers so far mainly because of their firm devotion to the one of the mentioned
theories. The main objective of this paper is to remind once again all those interested in
fracture material phenomena on the great idea of professors Janson & Hult and to point out
the way where further research must be directed on the field of fracture material analysis.

1. Introduction

A fracture process initiation and propagation differs for different materials. The nature of
this process is different even for the same material depending of environmental conditions —
temperature, pressure etc. To describe and to define this process in general for any kind of
materials is an extremely complex assignment. Therefore, several theories and sub-theories
have been founded so far with the purpose to cover fracture analysis of certain, particular
materials. All of them are limited by their basic assumptions and not able to give a general
solution which could be applied to any materials. FM assums and consider a single crack
suranunded with medium which is assumed as mechanicaly intact. On the other side, DM
assums a continouse damage field within the zone of loaded material. However, experince
in fracture process analysis of variouse materials shows the cleare evidence that the fructure
proces, more or less takes place gradualy following increased or repeted loads passing

257



258

Pavisic

trough the diferent states of material degradation. Thes material degradation process can be
roughly determined with three sequential states: (a) non-damaged, virgin material state (b)
material with continously distributed micro damaged field and (c) material with the macro
crack created within the field of continouse damage field. Therfore, profesers Janson and
Hult (Authors) came to chalinging conclusion that therd state is actualy that which should
be anlysed and considered as a crutial for solving the problem of fracture.

2. Dugdale crack with damage

Already well known Dugdale’s model of crack in a thin sheet of elastic ideally plastic
material loaded in mode | is assumed but now imbedded in damage field existing in front of
the crack tip (Figure 1.)

»

SEELIEEE

Y y
|

2a

<

222222222

Fig. 1. Sheet with crack loaded in mode |

Since an interaction between the macro crack and micro damage is unavoidable, Authors
[1] and further J. Janson [2] by himself introduced the following constitutive relations:

e=s/E fors<s,
@)

¢ = indefinite fors=s,

Here s is the net stress with the following relation between stress, net-stress and damage as
it was originally introduced by Kachanov and Rabotnov (1958) (1969):

0=5(1—w) 2

The mentioned interaction is the main and essential contribution of the new proposed
approach. Accordingly, net-stress within the plastic zone at the crack tip is assumed as net
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yield stress s, Outside of this zone damage field prevails related to the net stress with a
power relation (Broberg, 1975):

w = Cy sYo ?3)
At the zone boundary s is s, and damage is treated as material parameter: w=w,Following
original Dugdale’s work, inside the zone, damage is assumed to depend linearly on the
crack opening (Fig. 2.):

w(x) = wo + kn(x) 4)

where K is material parameter.

A

‘\ o(x) = sy[1-w(x)]

v

Figure 2. Plastic zone with damage

However, taking now damage in consideration according to the equation (2) the stress o
within the zone is:

o(x) =5, (1 - w(x)) (5)
or, according to equation (4):
o(x) =sy(1 — wy — kn(x)) (6)

Using well known Westergard’s stress function, J. Janson [2] further made an attempt to
define half-opening n(x). The procedure based on the initial approximation:

1—w, —kn(x) =y = const. @)

may be further followed in [2] as an iterative process to the final outcome — the critical
external stress needed to create a damage w (a)=1 (criterion for crack growth).
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3. Conclusions

Two theories (FM & CDM) are dominant today in fracture phenomena analysis and
problem solving. However, both are founded on highly idealized assumptions. The
proposed combined approach gives more realistic solution. The main point is damage
presence within the zone of crack tip and its interaction with the process of plasticization.
As a result the critical external stress o.. as a function of crack length is obtained. When the
critical state is reached, the crack will start to grow unstably. For sufficiently small cracks
the stress is approximately s, what is actually Dugdale’s result.
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Abstract: In the present paper experimental analysis of D@&mpers is presented. The structure of
DC 90 dampers as a patent is thoroughly explaiiibd. advantage of those dampers is that they are
without oil, very easy to be applied and almosthwitt any maintenance. They are already very
successfully implemented for retrofitting structuren four continents, America, Africa, Asia and
Europe. Three types of experiments connecting @{th90 System are performed. First type is testing
of dampers on alternate cyclic loading. Second #mdl experiments are testing of dampers in
applications. Quasy static testing on walls cleatipws how dampers contribute to strengthening of
structures. Finally in situ testing on structushsws advantage of those dampers.

Keywords: Dampers, cyclic plasticity, very low cycle fatgu

1.Introduction

Earthquakes are very dangerous impacts on civiheegng structures. Specially this is the
case of masonry structures. It is well known theitse structures have large mass, and
consequently, because of bad cohesion betweenshisténes) and mortar they crack and
suffer damage when exposed to earthquakes. InlFitgypical masonry structure in the
western part of Serbia, after Kolubara earthquak®,Richter scale, is shown. The cracks
and damage, due to alternating loading are alomgodials. Strong need and desire to find a
new effective object protection from seismic loaasl realization of the tougher masonry
and even concrete structures resulted a new, DCdstruction System and associate
devices, presented in this article.

Figure 1. Damage of two store building from Kolubara regiSerbia

2.Development of the DC 90 construction system withpplications

System DC 90 comprises a number of structural edsnehich strengthen brittle walls
and make them ductile and tough. The applicati@urags that floor slabs are stiff and
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capable to transmit the load in their own planal aannect them by foundation collars.
These elements make structure stronger to accephdrizontal loads. This invention is
based on the construction system with damper- absowhich makes the building
structures more resistant and lets them withstdmed Highest values of earth tremors
through elastic plastic work and plastic deformatiftow) control.
The construction of the damper of the type "Miohitagiven in Fig. 2. with associated
cyclic loop characteristic of this damper. There anore than 15 type of dampers
developed so far for different structures to beoféted. System DC90 is protected by
patents in USA and Australia [1-2]. In this papee focus will be on damper "Mionica".
The damper itself (Fig.2) is cylindrical structureade from the steel tube (pos 1 @48.3x3)
and four rings (pos2 @54.3x3...10) . Three of themfated and one is free to move. To
protect buckling main tube is stiffened by anothdre from outside and aluminum tube
and micro reinforced concrete from inside. To avividtion the tubes are lubricated by
special graphite lubricant. There is third tubes(830@ 60.3x3...92) to connect fixed and
movable rings in order to control the limit of etfations.

193.2= 4@

bols 50 50 44.1 0 54.3x3 ... 10 P (kN)
200
10] [ 0 QLo

lead § iy i,
— — = S 3 2 1 U 1 23 4 5 7d(mm)
o = s 483 100
52.1 97 441N (19 48.3x3 200

\—@¢ 60.3x3 ... 92

Figure 2. Construction of Damper "Mionica”

The principle of operation of the metal hystereksper is based on post elastic (plastic)
zone and deformation control by force of four ringse of them is free to move. Its
movement is defined and limited by fixed side ringgo prevent the local buckling there
are two systems (inside and outside). The insidiace of the damper is filled with micro
reinforced concrete reached by super plastificatat other additives used in construction
chemistry for construction members of relativelyaineross-sections. The concrete centre
and damper body are adjoined by aluminum tube.otitgide surface of the aluminum tube
is lubricated by special permanent graphite lulicihe metal tube finished in a special
way prevents the outside local buckling. The abmemtioned quality level eliminates the
possibility of crack initialization on the dampeody.

3.Testing of dampers

Dampers for DC 90 system (Fig. 3) were tested bgakée loading on MTS servo-

hydraulic closed-loop machine (Fig. 4). The testswperformed on 18 specimens and
obtained hysteresis loop diagram is given in Figo51mm displacement, in Fig.6 for

displacement of 2mm and in Fig.7 for displacemdntram. Associated Force-number of
cycles to rupture diagrams are presented to osahes Figures.
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Figure 3. Typical dampers of DC 90 system Figure 4. Damper testing on M¥ machine

On the same Figures, diagram energy-number of gyslpresented to.
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Figure 5. Hysteresis loop diagram, Force - Number of cyclagrm, Energy - Number of cycles diagram for
cycle loading at constant displacement range + 1 mm
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Figure 6. Hysteresis loop diagram, Force - Number of cyclagrdm, Energy - Number of cycles diagram for
cycle loading at constant displacement range + 2 mm
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Figure 7. Hysteresis loop diagram, Force - Number of cyclagrm, Energy - Number of cycles diagram for
cycle loading at constant displacement range + 4 mm

From the diagrams force-displacement, Fig.5, 6 andne can conclude that clasic low
cycle fatigue is in question [6]. During operatian, displacement control, permanent
plastic deformations appear, or in another wordt) imcreasing number of cycles material
weakens and maximum force reduces: when force deesefor the same deflection,
material is weaker. It can be seen that with irgirgpof plastic deformation during a single
cycle (larger amplitude of loading, for instance Mmnumber of cycles to failures is
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decreasing from 150 in case of amplitude of 1mrb4adn the case of 4mm amplitude. For
smaller amplitude displacement, number of cyclesded for failure is greater. From
Dufailly and Lemaitre paper [6] it is clear thaHavior of dampers shown in Fig.5, 6 and 7
belongs to very low cycle fatigue.

4.Testing by quasidynamic loading of hollow blocks wia

Figure 8 presents testing by quasidynamic loadingxperimental two store wall, made of
hollow blocks 19x19x25, framed by girders, as dtadssolution, (left), as strengthened
according to DC 90 system (middle) and during testafter few cycles (right): for
displacement 10 mm of console top point, extentbaadsf of 8-10 mm appeared in the first
area from the point of force application. In theato the wall constraint, cracks typical for
dominant bending stresses appeared. Wall behaveb tougher at cyclic loading. For
loading of 60 kN, for top displacement of 25 mm Ifz8s cracks occurred, with openings 2
to 3 mm.

Figure 8. Two-store wall model, before retrofit: after odir and during testing

5.Conclusion

The numerous testing of the construction DC90 systedd DC90 Damper as well as
numerous analyses define the sphere and the gigsibf implementation of our
technology. The Canada HQL Type Damper can be usedse of low range plastic
displacements (from tenth of millimeters to sevendlimeters), for example, displacement
range from 4 to 5 mm. In case of the constructitiet demand plastic displacements over
100mm we recommend the using of “Bridge” Type Dampigth maximum displacement
range of 120 mm. Besides, the accumulated strgiadify in low cycle area is double in
comparison with standard construction member’s cigpar he damper ability to define the
limits of plastic displacements and to preventdbastruction from failure is of significant
importance. The construction mechanism providessthbility of its members even at
higher values of strain in low cycle area as iied in patents.
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Abstract. Owing to their high strength-to-weight ratio, materials incorporating polymeric
fabrics are key structural components in numerous engineering applications. Fabrics are
used extensively for protection against various projectiles, thus understanding their ballistic
impact properties becomes vital for ensuring adequate protection. In this paper a two-
dimensional finite element was developed for modeling the deformation and failure of
Nylon 6.6 and Kevlar 29 fabrics upon impact. The interaction between crossover yarns in a
fabric material is incorporated into a continuum mechanics formulation for the shell
element. The constitutive material modeling is based on a coupled visco-hyperelastic and
damage model for one-dimensional rope elements accounting for the damage evolution by
individual yarn failure. The model also incorporates the strain rate and temperature effects
on the stress-strain behavior of Nylon and Kevlar fibers. The shell element is considered as a
unit cell with the yarn interaction and deformation behavior resulting from the yarn
crossover. The advantage of this modeling approach is that, while incorporating the details
of yarn interaction, it does not explicitly model the geometrical details of the yarns, but
including these details into a continuum element, and consequently reducing the
computational time.

1. Introduction

Fabrics are used extensively in applications that involve protection against various
projectiles, thus understanding their impact properties becomes vital for ensuring adequate
protection for personnel and equipment. Several continuum models for ballistic properties
of fabrics have been developed over the years [1,2]. These models capture the geometry of
the three-dimensional interaction between yarns into a continuum description of the fabric
behavior. In this paper a model for fabric behavior is presented, whereas the interaction
between the crossover yarns is incorporated into a continuum description of a two-
dimensional membrane element. The advantage of this approach is that while incorporating
the details of yarn interaction, it does not explicitly model the geometrical details of the
yarns, but including these details into a continuum element, thus reducing the
computational time. The proposed approach has been used before in [3-5]. The main
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improvement of the present study compared with the previous research efforts is a more
accurate description of the rate dependent behavior of the individual yarns and also a more
accurate description of the damage evolution in yarns, thus improving the failure
predictions for the membrane elements representing the fabric to be analyzed.

2. Constitutive equations for two-dimensional polymeric shell elements

The numerical implementation assumes a known visco-hyperelastic behavior for the yarns,
and captures their interaction into a representative membrane element as a continuum
representation of this interaction. The model is applied to Nylon and Kevlar fabrics. Figure
1 indicates the position and the contact forces between two crossover yarns, as part of a
larger fabric. The force in the fill yarn is denoted F; while the force in the weft yarn is F,.
The spans are denoted s; and s,,, while h; and h,, represent the heights of the two yarns.
Given these dimensions, the orientation angle ¢; and «, of the two fibers can be calculated,
and the two fiber forces F; and F,, resolved into their corresponding components T; and Ny,
and respectively T,, and N,,. The equilibrium between the two yarns is achieved when

N, =N, 1)
where

N, =F, sing, » N, =F,sing, 2)
The forces in the fill and warp are computed from the stresses developed in each of these
yarns

F,=0,A, F,=0,A (3)
where A is the cross-sectional area of each yarn. The stress is given by the amount of
stretch experienced by each yarn, following the model developed for one-dimensional rope
elements by Potirniche et al. in [6]. According to this model, the stress developed as a result
of the deformation process quantified by the total stretch is given by the sum of the
hyperelastic, damage and visco-elastic stress components. Thus, one can write

o, =0 +0 +o] and c,=00+0l +o 4
Each of the stress components from the previous equations is calculated using the following
equations [6]

o = iﬂm (z“m - uaﬂ ©)

o = —A(ﬂ —/1%)—,1A2 exp[ A, (A-1)]+4 72, exp[Az (,1% —1)} (6)

v_ | 43 l 35 |_2 B _L 7
o _(/1 +3A jxlAgexp[A“\/;JA{l exp( A“ﬂ ()

where A is the stretch, um,, om (M=1,2 and 3), A;, A,, As, A4, and As are material constants
defined for Kevlar 29 and Nylon 6.6, and t is the total time elapsed during deformation. I,

represents the stretch invariant defined as 1, = 172 + 21 . The material constants for Kevlar
and Nylon have been presented in [6]. Writing Egs. (5)-(7) for both fill and weft yarns, and

substituting Egs. (2)-(7) into Eg. (1), a non-linear equation will result from which the fiber
deformation can be found using a Newton-Raphson algorithm.
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Figure 1. Relative position of the fill and warp yarns with dimensions and applied forces.

The stresses computed with equations (5)-(7) for the fill and warp yarns are used to
compute the stresses in the membrane element.
c=T/o,T,, c=T)o,T, (8)
where the transformation matrix T from the local system of fiber coordinates to the global
system of coordinates of the membrane element as explained in [5]. Finally, the stresses in
the membrane element are defined as
3 Oy + 0, O+ 0, Ty + Ty

O, =——'10

. 5 , 5 Ty 5 (9)

3. Application

The membrane element has been implemented in the finite element code Javelin [7] as a
user element. The implementation has been tested by simulating the behavior of a unit cell
of the Kevlar 29 membrane element loaded under a simple tension test, as illustrated in Fig.
2. The element is fixed in the warp direction and stretched in the fill direction. Fig. 2
indicates that the strength of the element is much higher in the fill direction compared with
the weft direction.

Fig. 3 shows a computer simulation for a ballistic impact scenario in which a patch of fabric
is firmly clamped and impacted by a bullet at given velocity. Velocities tested included 26
m/s, 37 m/s, 46 m/s and 59 m/s. The velocities of 26 and 37 m/s resulted in the bullet
rebound, while the 46 and 59 m/s velocities resulted in the fabric being penetrated and
significant fabric damage. Fig. 3 shows an example of the Kevlar 29 fabric impacted by a
bullet at 46 m/s. Tests and numerical simulations were performed to characterize the
ballistic resistance and fracture properties of single layer fabrics at four impacting
velocities. Bullet velocities after impact were computed from the finite element simulations,
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and it was observed that the Kevlar fabric undergoes a larger amount of damage compared
with the Nylon fabric. The ballistic resistance of fabrics is the result of both the fiber
strength and fiber density in the fabric.

1,=0

3000
2500

2000 il
—=— weft

a5 1500 4

Stress (MPa)

1000 -

500

0.02 0.04 0.06 0.08 01 0.12
Strain
w,—0

Figure 2. Typical tension test of a membrane element stretched in the fill direction and fixed in the warp direction.

(a) t=100 ps (b) t =200 pus

(c) t=300 ps (d) t =400 ps
Figure 3. Kevlar fabric impacted at 46 m/s.
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Abstract. We examined the stability of some algorithms taken from the industrial crash
simulations, where full-vehicle-models are normally used. We reduced these models in order
to investigate their main features and developed a new plasticity algorithm with better
mathematical properties. We studied the functionality of the well-established return-
mapping-algorithm by performing some numerical tests in our simulation framework UG. In
our mathematical models, we considered large elastic and plastic strains as well as both
geometric and kinematic nonlinearities.

1. Introduction

The simulations of crash tests are very sensitive numerical procedures, which require very
accurate and robust algorithms in order to handle numerical instabilities. In addition to
these, also physical instabilities, which may be due, for example, to the bifurcation behavior
of the material under asymmetric loading, have to be detected and correctly treated by the
numerical procedures in order to obtain reliable results. In this context, our task is to
identify and eliminate numerical instabilities and improve the mathematical analysis of the
physical ones.

For our purposes, we firstly formulated simplified versions of some full-vehicle-models
used by automotive industries. By “simplified versions” we mean that our models are
purely mechanical, take into account only a selected number of physical effects and are
implemented for relatively simple (unrealistic) geometries. These preliminary steps are
necessary for providing computationally cheap benchmark problems to be used for testing
numerical codes and improving their functionalities, when needed. With this attitude, we
focused on the stability of some algorithms used in crash test simulations. In particular, we
closely investigated the return-mapping-algorithm [6]. By reviewing this computational
procedure in the context of nonlinear programming (cf. [9]), we developed a new class of
solution methods with better mathematical properties.

Our next step is to adopt the methods exposed in [3] in order to include large-deformation
contact in our problem. After the stability of our numerical algorithms has been proven, the

269



270 Prohl et al.

goal is to formulate a reliable criterion for identifying physical instabilities within a crash-
simulation.

2. Reduced model for finite elasto-plasticity

In our mathematical model of crash tests, we consider large elastic and plastic strains as
well as nonlinear material behavior. Initially we concentrate on geometric and kinematic
nonlinearities as well as on nonlinear material properties and elasto-plastic material
behavior. The theoretical bases of our work were taken from [2][4][6].

2.1. Balance laws

We consider the balance of linear momentum in local, material form:
—DIV(FS) =poB inQ

u=d onI'y M)
In (1), F denotes the deformation gradient, S is the 2" Piola-Kirchhoff stress tensor, p is
the reference density, B is the body force per unit mass, and d represents the prescribed
displacement on the Dirichlet boundary of the computational domain. For the first part of
our study, inertial terms are not accounted for the force pyB. Apparently, dropping inertial
terms in a mathematical model that should be the basis for crash test simulations may sound
as a strong contradiction. However, our task here is to analyze and compare algorithms that
should be applied in the numerical simulations of crash tests. In this respect, inertial terms
are, at this stage, only “temporarily” switched off. This saves computational resources when
different algorithms are compared, and allows for focusing on the possible numerical
instabilities that, hidden behind a given algorithm, may exist independently on the
consideration of inertial terms.

We restrict our investigations to a purely mechanical framework. Consequently, thermal
phenomena are excluded from the outset and dissipation is expressed in terms of
mechanical quantities only.

2.2. Constitutive equations, associative flow rule and Karush-Kuhn-Tucker conditions

We consider the formulation of the J, flow theory at finite strains for hyperelastic-plastic
materials [6]. The constitutive equations, the flow rule and the KK T-conditions read:

oW
-9 2
1 5=2%¢ @
oC 2 _, dev[r] __
p __Z 1 F I S T
ot 37 U e 3)
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In (2)-(4), W is a stored energy-function, C is the Cauchy-Green strain tensor, b° is the
elastic part of the finger tensor, 7 is the Kirchhoff stress tensor, f is the von-Mises flow-
condition and y is the (Karush-Kuhn-Tucker) plastic multiplier.

3. Numerical methods

The numerical computations of the quasi-static case are performed by an incremental
procedure, which contains a nonlinear sub-problem in every single incremental step.

3.1. Discretization

We obtain the discrete material model by an implicit Euler method in time for the evolution
of the internal parameters, e.g. plastic strains or hardening variables. Inserting this update in
the constitutive equation (2), we get a nonlinear incremental stress response, which has to
satisfy the balance of momentum (1). Thus, we have to solve a nonlinear variational
problem for the displacements. In order to discretize our equations in space we use a
standard finite-element-method with tri-linear hexahedron elements for the displacements.

3.2. Plasticity algorithm

To start with the treatment of the governing equations of plasticity, we adopt the return-
mapping-algorithm (RMA) [6]. As remarked in [9], this well-established procedure, which
requires low computational effort, may be turn instable because it computes stresses that do
not necessarily satisfy the global equilibrium equations. This drawback can be improved by
having recourse to an algorithm based on the linearization of (2)-(4). In [9], it is shown that
such a criterion leads to a computational method with higher robustness in the case of small
strains. The additional iteration, introduced due to the linearization of (2)-(4), defines an
algorithm, which now iterates along stresses satisfying equilibrium, until (2)-(4) are
“sufficiently” fulfilled. We extended this method to the case of finite deformations.

3.3. Solution methods

In our code the nonlinear variational problem is solved by a Newton method. The consistent
tangent operator [7] provides the basis for the linearization therein. We use a parallel
multigrid solver for solving the linear sub-problems featuring in the Newton scheme [10].

4. Numerical tests

The implementation of the RMA in our software framework UG (“Unstructured Grids”
[1][8]) has been tested by some benchmark problems.

4.1. Benchmark problems

As a reference for our numerical tests, we used a shear/compression-test of the unit-cube
with perfect plastic behavior [5]. Additionally, we simulated the well-documented necking
of a circular bar as an example for exponential hardening behavior [6].
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4.2. Software framework UG

UG ([1][8]) is a general-purpose library for the solution of partial differential equations,
which supports parallel adaptive multigrid-methods on high-performance computers. A
novel implementation ensures the complete independence of grid and algebra. Cache aware
storage for algebra structures and a parallel communication layer make UG4 well suited for
current and next hardware-architectures.
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Abstract. The objective of this paper is the analytical andnerical modelling of the
overall elastic properties and the crack bridgiogghening mechanism in metal-ceramic
composites with interpenetrating phase microstrecflPC). The specific microstructure of
the IPC makes the effective media/field models tase Eshelby’s solution inapplicable to
the estimation of the effective elastic propertiéshe IPC. The effective material constants
were calculated analytically extending the TuchirBkng models devised for the IPC
microstructure. Numerical FEM models were developkat two types of IPC
microstructure: simplified 3-D cross structure arehl microstructure obtained with
computer micro-tomography scans. The micro-CT seate transformed into FEM meshes
using the Simpleware ScanlP/FE commercial softwahe. crack bridging mechanism was
investigated assuming the metal ligament undergtsirge plastic deformations (necking)
and delamination from the surrounding elastic niaftdceramic matrix). As a first step
towards the numerical determinationXbintegral from the simulation of the CT (compact
tension) test, the-u relationship in the metal fiber was determined arically and applied
to compute the stress and displacement fieldsenCth specimen. The numerical solution
agrees well with the analytical one obtained byadatet al. [4].

1. Introduction

The metal-ceramic interpenetrating phase compogite€) are usually processed by
pressure assisted or pressureless infiltrationalfan metals into porous ceramic performs.
They have characteristic microstructure differemtnf typical MMC’s or CMC’s with
particulate or fiber reinforcement. The main diffiece is that both metal and ceramic
phases are spatially continuous forming complengr3B skeletons of non-zero stiffness.
The uniform microstructure and the enhanced mechaiind thermal properties are the
main advantages of IPC. A state-of-the art in freztand damage modelling of IPC can be
found in [1], while models of effective propertiekthe IPC in [2] and [3]. The objective of
this paper is twofold: (i) to model the effectiviagtic properties of IPC, and (ii) to model
the fracture in IPC with the crack bridging beig tmajor toughening mechanism. The
developed models are verified on the example eDALCu infiltrated composites.
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2. Modélling of overall elastic properties

The effective elastic constants of IPC can be datexd using a number of different
methods. Firstly, simple estimates of Voigt, Reasd Hashin-Shtrikman were computed.
Secondly, analytical models of Tuchinskii and F&igoased on the cross unit cell (Fig. 1)
were implemented since the models based on thdlsbalution are inapplicable for IPC.
Here the generic Tuchinskii's model was correctad axtended (cf. curves denoted as
“extended bounds” and “extended model” in Fig. Jhirdly, numerical methods
accounting for a real composite microstructure waeseloped and used for ,85-Cu
microstructure acquired from the computer micro-agnaphy (micro-CT) images (Fig. 2a).
The following numerical approaches were comparkd:3D cross microstructure model
(Fig. 1), and two models based on the real micuotire obtained from the micro-CT
scans: a voxel model, and a model with smoothegfates obtained with Simpleware
ScanlP/FE software. With the +ScanFE software a Fi#dh was created and a smoothing
of the material interfaces and optimization of #iee of the elements was done (Fig. 2b).
Three effective elastic constants were modellediridys modulus (Fig. 3), Poisson's ratio
and the shear modulus (here oBlynodulus is shown for brevity).

Figure 1. Cross model of interpenetratin  Figure 2. Real microstructure of ADs-Cu IPC from micro-CT
microstructure of an IPC. images (metal phase) (a). FE representation in AB8Qia
Simpleware ScanlP/ScanFE (b).
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measurements results.
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3. Modelling of crack reinforcement by bridging fibres

One of the main toughening effects occurring inaheeramic IPC during fracture is the
crack bridging by metal ligaments, [4]. These ligats deform plastically contributing to
the composite’s fracture toughness. TkHategral, or energy release r&n this case, can
be expressed as

J=G= I:*a(u)du 1)

whereg is the nominal stress in the bridging ligamenttegtshu (c—0 atu=u*, with u*
being the crack opening displaceme®®©D at rupture). A non-trivial problem is to
determine the physical relatiar{u). This problem was solved numerically in this pape
using the model of an elasto-plastic cylindricglalinent in an elastic matrix undergoing
delamination from the surrounding material and dastrains due to necking. Fig. 4 shows
an exemplary FEM solution of axial stress distiitnin the ligament for a chosen value of
delamination parameter. The obtained(u) relationships in function of the delamination
parametery are presented in Fig. 5 together with the corredjppg analytical solutions of
Mataga [4] based on purely geometrical considematio

- o o=,
o A l \,
J \

Kgu— =—\lataga, $=0.4

y ==exponentialplastic, )=0.4
=\ataga, P=0.6

== =exponential plastic, )=0.6

Mataga W=2.0
SRr e

« « exponential plastic, $)=2.0

0.6 0.8 1 1.2 1.4 16

u/a,

Figure 4. Axial stress distribution in Figure 5. Normalized ¢-u) relationships in metal ligament derived
the metal ligament at large plastic numerically by FEM for three delamination parameter o andoo
deformation and delamination from denote the nominal and the yield stress of therlgyst material (Cu);
the matrix; numerical solution by & is the ligament's initial radius. Relevant analgtisolutions by
ABAQUS. Mataga [4] are also shown for comparison.

Having determined the stress-displacement relatipnén the bridging fibre, it was
possible to apply it as a material model for thediin the numerical simulation of the
Compact-Tension test. The truss element was intedisimilarly as in Emmel [5] to
model the bridging of the crack faces. The matrixterial of the composite was 48k
ceramics and the ductile fiber was that of coppée plastic behaviour of the fibre was
modelled using the input data furnished by the ttutive relations(u) (Fig. 5) which were
then used in the UMAT procedure in ABAQUS. The $retement T2D2 was chosen for
the fibre. The FEM mesh with boundary conditiond &arce loading is presented in Fig. 6.
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An illustrative example of the computed stresdfiel the CT specimen with a single metal
ligament bridging the crack faces is shown in Fig.

Figure 6. The FEM mesh of a CT Figure 7. Vertical stress distribution (numerical solution b
specimen with the metal ligament ABAQUS)

modelled as truss element connecting

the crack faces.

4, Conclusions

A set of analytical estimates and numerical mottelée been employed to determine the
effective elastic constants of the interpenetrapphgse composites. The micro-CT images
have been incorporated in the developed FEM motkdding to the most realistic
estimates of elastic constants. A problem of crhdkiging with ligament undergoing
delamination and necking has been modelled by F&Mah idealized ligament geometry.
The resultings-u relationship for the crack bridging fibre was usedhe FEM model of
the Compact-Tension test. The obtained numericalilt® enable calculation of thé
integral which is now in progress.
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Abstract. To analyze the collective behavior of a large number of carbon nanotubes
(CNTs) we consider two computational models, covering two different length and time
scales. To model a large number of interacting CNTs in a turf, we represent the
segments of CNTSs forming the turf, as elastica finite elements. During compression, the
predominant deformation of CNTSs is due to bending and buckling. The van der Waals
forces of interaction between adjacent tubes are modeled as distributed loads. An
explicit time integration technique is used to integrate the equations of motion. The
resulting computational model is robust and is capable of modeling the collective
behavior of CNTs. The generation of the computational model of a turf is accomplished
by means of the restricted random walk and subsequent relaxation. The continuum
model is a nonlinear viscoleastic model. We show that it is capable of representing
different experimental conditions.

1. Introduction

The properties of individual carbon nanotubes (CNTSs) have been studied extensively, and
are now well understood. The collective behavior of CNTs arranged in complex
structures, turfs (Figure 1) is of interest in practical applications, such as nanoscale
sensors and thermal switches. Their microstructure is the result of the growth process
from the substrate [1], during which an interplay of elatic bending energy and adhesive
energy produces a local energy minimum in the configurational space [2].

Figure 1. SEM images of the carbon nanotube turf: (a) corner view, (b) detail.
Given the growth method, the following question arises: Is the CNT turf a material,

describable by a standard mathematical apparatus of continuum mechanics with effective
properties, or — is it a structure, in which case a continuum model is not relevant?
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Moreover, the uniform compression experiments reveal a curious type of nonlocal
behavior — collective reorientation and buckling of a layer [3, 4]. The curious aspect of
this behavior is that the nonlocality occurs under uniform loading, but not under non-
uniform loading such as nanoindentation [1, 5]. We have shown [6] that the turf is indeed
a material, with negligible variation in local mechanical properties. Our uniform
compression experiments [3] indicate that collective reorientation and buckling of the
boundary layer is the result of intrinsic length scale, associated with CNT wavelengths.

In the present communication, we first address the nonlocal reorientatiion and buckling
using the discrete model based on elastica elements, then formulate a local continuum
model to simulatethe behavior under localized loading.

2. Discrete model

The segments of each CNT are modeled as elastica elements [7]. Their extensional and
bending stiffness are calculated from atomistic model. The extensional stiffness is very
high compared to the bending stiffness, so inextensional constraint was imposed by means
of Lagrange multipliers. The van der Waals interactions between the segments are
modeled as distributed forces using the Lennard-Jones potential. The algorithm for
interaction detection was developed. The preliminary results are shown in Figure 2.

Figure 2. Uniform compression of a turf by 10%. The
initial configuration was created by means of a
constrained random walk algorithm, and subsequent
relaxation, taking into account van der Waals
interactions. Such initial coniguration is characterized
by the average curbature, number of contacts per uni
length and density. Periodic boundary conditions are
imposed on the sides. The turf is then gradually
compressed vertically. Formation of buckled layer on
top preceeded by collective reorientation of bowed
segments is observed. A study of dependence of buckle
wavelength on the parameters of initial connfiguration is
underway .
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3.  Continuum model

The continuum model CNT turfs is the isotropic compressible elastomeric hyperfoam [8]
with a Kelvin-Voigt relaxation component. The time dependent relaxation seen in the
nanoindentation experiments is due to thermal sliding of contacts between the tubes. To
obtain an economical 2D problem, we approximate the Berkovich three-sided pyramid
with the equivalent conus. The adhesive contact between the tip and the turf (arising from
van der Waals interactions) is modeled with the Lennard-Jones contact law. The details
of numerical procedure are given in [9]. We consider two different nanoindentation
setups: (a) load-controlled experiment (Hysitron triboscope) with a blunt (spherical), and,
(b) depth-controlled experiment (Hysitron triboindenter) with a sharp tip.

The fit between computational and experimental results in Figure 3a is satisfactory. The
differences between the experiments and the model can be attributed to the equivalent
cone approximation of the Berkovich indenter. The results shown in Figure 4a also
indicate a satisfactory fit. A notable exception is the sharp change in the slope during
computational unloading (point c* in Figure 4a), which is the result of our neglecting the
time-dependence of adhesion at the contact between the turf and indenter, resulting in
delayed onset of peel-off (Figure 4b).
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Figure 3. (a) Comparison between FE results and controlled load nanoindentation
experiments. (b) Loading history. (c) The loading mechanism of the Hysitron
Triboscope. Note taht the force P is controlled, not the contact force Q.

3. Discussion

In contrast to nanoindentation results, CNT turfs under uniform loading exhibit
irreversible reorientation of CNTs and collective buckling of a layer. T he question of
why such collective buckling does not occur under localized load can perhaps be
answered at this time. Buckling of nanotubes will be irreversible only if it involves
collective rearrangements of large number of segments, i.e., large volume. In contrast,
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buckling of a single segment with fixed ends (contacts) is expected to be fully reversible.
Even if the ends (contacts) slide, they can slide back under reversed loading if the
topology of the segments is not changed. Only the changes in topology (connectivity) are
expected to yield mechanically irreversible behavior. Under localized loading, the
segments in a small affected volume buckle, but the changes in topology are minimal or
nonexistent, hence the mechanical reversibility.

20 ; ‘ ;
. « FE ‘ b
Z /|
3 . »n 0.9
bt o Experiment >
C 1|3
310 € 0
S - .
2 3
S R
@ c
c M O
[«5)
E = os
0 .
~d .
0 100 200 300

Depth h (nm)
Figure 4. (a) Comparison between FE results and controlled-depth nanoindentation
experiments. (b) Contact radius as a function of indentation depth.
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Abstract. The subject of this study is application of local approach to ductile fracture in
order to estimate the integrity of pipes with local thin areas (e.g. corrosion defects). Majority
of the procedures for determining the load carrying capacity of such structures are based on
limit loads, i.e., plastic collapse criteria. However, they can also fail by ductile fracture
mechanism, which is modelled in this work using the complete Gurson model - CGM. This
model is applied to predict the damage development in the pipes with simulated corrosion
defects (machined notches with different sizes). The failure criterion is considered fulfilled
when damage parameter reaches its critical value in the bottom of a notch. Bearing in mind
that one of the main problems in application of local approach to fracture is the mesh
sensitivity, a study has been conducted to determine the dependence of maximum pressure
on the size and formulation of the finite elements in the defect area.

1. Introduction

Many procedures for estimation of remaining strength of the pipes with corroded (local
thin) areas have been developed in the last decades, including solutions from ASME B31G
code, Det Norske Veritas procedure, SINTAP/FITNET procedure and several groups of
authors dealing with this topic [1-7]. In this work, a local criterion for determining the
maximum pressure in damaged pipe for drilling rigs is discussed. A capped pipe segment,
with corrosion defects simulated by machined notches, was subjected to hydrostatic
pressure to determine the spreading of plasticity in damaged areas. Local approach to
fracture is applied to assess the failure criterion for the pipe, and results are compared with
existing solutions from the literature and a finite element stress-based criterion.

2. Experimental

API J55 steel is used for fabricating the examined seam casing pipe; yield strength 380
MPa, tensile strength 562 Mpa (more data about the material is given in [8]). Having in
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mind that damage is modelled in this work using a micromechanical model, quantitative
microstructural analysis was performed to obtain the microstructural parameters (Table 1).

Table 1. Microstructural parameters of the examined material.
Material f [%] A [um]
API J55 steel 2.7648 69.39

Pressure test is conducted on a segment of the pipe capped at both ends, with nominal
diameter ¢139.7 mm and wall thickness 6.98 mm. Corrosion defects were simulated by
machining circular notches at the outer surface of the pipe. Different levels of material
degradation (local thin areas) were represented by varying the notch depth: 75%, 50% and
25%. During the increase of pressure, the strains were measured inside each notch.

3. Numerical analysis

Numerical analysis of the behaviour of the pipe under internal pressure is conducted using
the finite element (FE) software package Abaqus [9]. FE meshes consist of 20-node
reduced integration elements, Figure 1; defect length is varied in order to check its
influence on the load carrying capacity. Due to the symmetry, one quarter of the pipe is
modelled, with appropriate symmetry boundary conditions defined at the model boundaries.
Loading is defined by prescribing the pressure at the inner surface and axial loading at one
side of the FE model for simulating the effect of the dished end.

7~ | Measurement
location

Figure 1. Finite element meshes.

4. Micromechanical modelling

A significant accumulation of stress and plastic strain emerges in the bottom of a defect,
which leads to development of ductile damage in this area. The complete Gurson model —
CGM [10] (with porosity as damage parameter) is used for damage quantification in this
work. In the initial stage of ductile fracture of steel, the voids nucleate mostly around non-
metallic inclusions. Hence the initial porosity f; is here assumed to be equal to the volume
fraction of non-metallic inclusions f,, Table 1. CGM is applied through Abaqus UMAT
subroutine created by Zhang, based on [10]. The value of f is monitored in the element
nearest to the middle of the defect. When it reaches the critical value f;, the pipe failure is
predicted and the corresponding maximum pressure is determined.

In the literature [11 - 13], local approach to fracture has been previously used for analysis
of load carrying capacity of pipes with crack-like flaws. The present work aims at
extending this approach to pipes containing blunt surface defects, like those caused by local
corrosion. Local approach to fracture was previously applied for similar purpose in [14],
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but the procedure included so-called uncoupled modelling - calculating the damage
parameter during post-processing procedure, without its influence on the yield criterion.

5. Failure criteria comparison

In addition to the micromechanical criterion, several solutions from literature are applied in
this paper for calculating the maximum pressure of the analysed pipe: ASME B31G code
[1], modified ASME B31G [2] and the solution of Choi et al. [5] (in the remainder of the
paper - Choi’s solution/equation). All the expressions give the limit pressure dependence on
defect depth and length, geometry of the pipe and material properties.

The dependence of the maximum pressure in a damaged pipeline on the defect length is
shown in Figure 2 for damage levels 75% and 50%; the results were obtained using the
three mentioned expressions, the FE stress-based solution and the CGM solution. FE stress-
based failure criterion is considered to be fulfilled when the von Mises stress value reaches
the reference stress throughout the entire ligament, i.e., it is also a plastic collapse criterion,
like the expressions mentioned in the previous paragraph. The reference stress was chosen
as 85 % of the ultimate tensile strength, as a moderately conservative solution [15].

Local approach (CGM) can predict the trend of decrease in maximum pressure with
increase of defect length and depth. Having in mind that it is strain-based and that it
includes damage development in the material, it is physically suitable for the materials
often used for pipe manufacturing. Namely, such materials exhibit ductile behaviour in the
working conditions (except for those operating at low temperatures) and their failure is
usually accompanied with plastic deformations.

(a)

551 —-—ASME B31G (b) 55] e at=05
50 \ ——Modif. ASME B31G 50 ~
N —~—Choi et al. ~ ok
& 451 N % FEM (stress-based crit.) & 45 NK S
= 40] \\** % CGM (damage criterion) % 40] "~ . . \*\\ 5
?; . \: N 2 i & ~ T
g 35 RN 5 35 e, WY -
3 7] i Ay e S
g 301 \\}3\ @ 301 ——ASMEB31G o
a 254 \'\S—--— O 5] ——Modif. ASME B31G
~ T ——Choi et al.
20 ey 204 % FEM (stress-based crit.)
15 alt=075 154 * CGM (damage criterion)
0o 1 2 3 4 5 & 0 1 2 3 4 5 6
L/JRt L/JRt

Figure 2. Maximum pressure for defects with depth 75% (a) and 50% (b) of the pipe wall thickness - dependence
on defect length.

Bearing in mind that the prediction of the initiation of ductile fracture using the local
approach to fracture typically exhibits mesh dependency, the calculations were performed
with several mesh refinements. The results did not vary significantly [16], which can be
attributed to the fact that crack initiation is assessed in this work as a failure criterion, and
the stress concentration on the analysed geometries was not pronounced.
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6. Conclusions

Ductile fracture initiation can be used as the failure criterion for examined damaged pipes,
especially bearing in mind the exploitation conditions and materials used for their
manufacturing. Micromechanical modelling, unlike most solutions for integrity assessment
of corroded pipes, includes analysis of damage initiation which must occur before total
failure. This approach can be used for determining the fracture initiation moment in
structures without a pre-crack, which cannot be achieved by application of fracture
mechanics criteria. It is found that influence of the FE mesh on the applied failure criterion
is negligible, which can be attributed to a lack of significant stress concentration.
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Abstract. Motivated by a low-cyclic fatigue micromechanicabdel proposed recently [1],

a study is performed emphasizing the concept ofad@nmduced anisotropy. The numerical
solution of these nonlinear constitutive relatioegresents an important topic since it needs
relatively important computational time. For suclmadel coupled with damage having a
high nonlinearity, the identification of model pareters represents always an important
issue. Therefore, a combination of the geneticralyo with pattern search is proposed. A
comparative study is conducted under complex cyoldings showing the ability of such
approach in identifying model parameters.

1. Introduction

Despite the existence of increasingly powerful cataps, the progress in the constitutive
relations development is necessary and can berpatbvia computational optimization
process. Several types of constitutive relatioks thicromechanical models are formulated
for describing several complex physical phenomé&hader cyclic loadings, a strong non-
linearity response makes their resolution very egp& in computing times as well as in
memory capacity. From the numerical simulation peimt, it has been recently reported
[2] that the algorithm of Burlisch—-Stder gives thmeest compromise between the
computational time and its precision compared teotery well-known algorithms tested
with a micromechanical model [1].

In this work, our focus goes towards the identifima of the model parameters particularly
these related to damage evolution. The used apiplsadeal with cyclic plasticity
behavior with damage induced anisotropy behavior pofycrystals and its related
phenomena under complex history of external patbsconduct the identification process,
a combination of genetic algorithm (GA) with pattesearch (PS) is developed. The two
methods are complementary and have different agifits. The GA optimizes globally the
model parameters leaving the field open for theallonethod (here, the pattern search
algorithm) to determine the final values of theseameters. Then, in order to evaluate the
performances of the proposed method, a comparatwey is conducted showing the
ability of such approach to identify the model paegers.
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2. Employed Micromechanical M odel

The used micromechanical model utilizes three djperdevels which are: microscale (slip
system), mesoscale (granular) and macroscale (§vérae theoretical formulation of the
developed model is presented in detail in [1]. Hesve a short description of the main
features of the mesoscale model equations isriditext in Table 1.

Table 1 macroscopic model equations coupled with damage

At the macr %scopic level

3= ; Zp Op, (1) Q :.231: pOp (2);
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To determine the overall damage tengbr(Eq. 5), the spectral decomposition of stress

tensor is deduced (Egs. 125)7c is the ith principal strain and fhe ith corresponding to the

unit principal direction of eigenvalue and eigertee®f >*, and the symbol] represents
the tensor product. The"4order positive spectral projection tensgf given in (4) is

determined by equations (2) and (3). According 8 the damage is considered to be
entirely active when all the eigenvalues are pasitin the three principal directions;
whereas, it becomes fully passive once the eigepsadre negative, i.e., depending on the
P" configuration. Hence,P" allows verifying naturally the complexity of theamhage

activation/deactivation phenomenon whatever thdiegpoading path. The overall rigidity
tensor for a damaged mater'fléﬁ and its evolutiorgdare defined respectively by equations

(6) and (7), wheréé0 is the classical 4 order rigidity tensor for an initially isotropic

material. As recently proposed [1], the overakssrtensor evolution coupled with damage
activation/deactivation phenomenon is mathematiaidscribed by equation (8). In (9), the
second term in the right-hand side depends explicit the eigenvectors variation during
cyclic loading. Thus, when the loading is appliegtading to laboratory reference axes,
the principal vectors coincide with the latter.this case, these vectors are constant, i.e.,
their characteristics vary neither with respectiioe, nor according to the deformation.
Hence, the second and third terms in the right-hsidd of equation (9) vanishes. As a
result, equation (8) has the advantage to sucdsssiat a great number of loading types
especially the multiaxial ones.
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3. Numerical approaches

The identification process is to humerically findet of coefficients, which correlates the
best possible predictions and experimental resilis.to minimize the difference between
the recorded model response and the given expetam@sult. Such a difference can never
be zero. However, the rule states that when tHerdiice is smaller, the set of coefficients
is better. In this work, identification of the mdgarameters is to find a search space where
these values should minimize the gap between expetal results and predictions.
Solving this problem is realized by minimizing #olowing function:

N

F(P) =Y F,(P) with  FolP) = [ (Vo =V DV V)i

t=1 (tl_to) Yo
where, P: Model parameters, N: number of tesisfi]t time interval of the test n,
V.m: difference between observed variables and thiemulations for the test n, D:
weighting matrix of the test n.
The complexities of research space give in gerteemiminimum function using radically
different methods of resolutions. As a first appneation, it seems that deterministic
method is suitable for search in small state-spatereas for complex and large search
state-space, this requires rather a method of astichsearch (genetic algorithm, pattern
search ...).
The difficulties of these problems via conventionptimization methods give rapidly this
family of algorithms able to handle large combimitioproblems with mixed variable. It is
more interested for solving practical problems bgemeral classification of optimization
problems and solved methods [3,4]. Briefly, genetigorithms are adaptive heuristic
search algorithm based on the evolutionary idezatiiral selection and genetic. Moreover,
they are a part of evolutionary computing, a rapgtbbwing area of artificial intelligence.

4. Numerical applications

The performance evaluation of the proposed numlegjgproach for identification issue is

performed describing polycrystals elastic-inelasticlic behavior under uniaxial tension-
compression (TC), biaxial tension-torsion with 90ut-of-phase angle (TT90). An

aggregate of 400 grains is used assuming a sirgleepFCC. Initially, a database for both
cyclic loading (TC and TT90) is numerically made topfinal damaging of the material

point (grains aggregate) using these coefficientgrgin table 1. Such a database is
considered as an experimental one. Thereafter, ideatification process of model

parameters related to the damage is started bingdtie parameters of elasticity and
plasticity changing all the damage parameters. &fbeg, the identification process by the
global minimum optimization concept is made throutje genetic algorithm. Several

iterations are made obtaining several families oidet parameters followed by a local
identification using the pattern search algorithfime optimized model parameters are
summed up in table 2.

Table 2 Constants of the model

MPa MPa MPa MPa Damage parameters
Model parameters E v [a] z K b| ko | Q| hl=h2=...=h hé C a S S d dp Yo
initial coef 215000 0.32 | 20 50| 3 240 2b6 1 2l4 95100 10 4 .9% 1 1.4 7
Optimized coeff. 215000 0.3p (1 24 5 13 210 256 1 2.4 95000 [1024[54.07| 1.34 1 1.8 7
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One of the main reasons which promotes this adsacias that both algorithms are

parallelizable as shown in [3,4]. This allows gagiin computation time by exploiting

computer multiprocessor. The experimental recorfdéidue lives are 186, and 67 cycles
for TC and TT90, respectively. The model preditisse lives faithfully giving therefore

195 and 67 cycles in TC and TT90, respectively.
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Figure 1. Evolution of the overall stress during TC, TT90taghe final fracture

Figure 1 represents the typical evolutions of ttexiimum overall stress (pick stress value
for each cycle) versus cyclic time using the sanaimum von-Mises equivalent macro-
strain for the two cyclic loading paths (TC and DJ.9The predicted responses describe
properly the experimental results. Note that theselicted results are computed with the
optimized model parameters summarized in table 2.

5. Conclusion

The objective of this work is to optimize the idénation of the micromechanical model
parameters under different cyclic loading complesit Hence, a combination of genetic
algorithm (GA) with pattern search (PS) is devethp&he GA optimizes globally the
model parameters the PS (considered as a locabdjeltas a role to determine the final
values of these parameters. It is recognized thist combination shows its ability to
optimize the identification process. Consequentlye predicted responses describe
faithfully the experimental results
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Abstract. Deformation anisotropy of sheet aluminium alloy 2198 (Al-Cu-Li) has been
investigated by means of mechanical testing of notched specimens and Kahn-type fracture
specimens, loaded in the rolling direction (L) or in the transverse direction (T).
Contributions to failure are identified as growth of initial voids accompanied by a significant
nucleation of a second population of cavities and transgranular failure. A model based on the
Gurson-Tvergaard-Needleman (GTN) approach of porous metal plasticity incorporating
isotropic voids, direction-dependent void growth, void nucleation at a second population of
inclusions and triaxiality-dependent void coalescence has been used to predict the
mechanical response of test samples. The model has been successfully used to describe and
predict the direction-dependent deformation behaviour, crack propagation and, in particular,
toughness anisotropy.

1. Introduction

Characterisation of alloys with respect to resistance against ductile crack extension has
become an essential part of a damage-tolerance concept, which acknowledges the existence
of cracks and structural damage. Damage mechanics provides a unified approach of
combining constitutive equations for anisotropic deformation with equations describing the
degradation of the material, taking full advantage of the potential of the local approach.
Ductile damage is usually approached by using isotropic damage models, in which voids
are assumed to be spherical while the matrix material is assumed to be isotropic. Assuming
plastic isotropy of the matrix only, many authors have investigated the influence of the void
geometry on the homogenised response of the material. Apparently, there is a coupling
between anisotropy and void growth due to the constraint added in the vicinity of the void.
In order to account for this effect in a general way, a homogenisation procedure has to be
accomplished, which finally leads to a set of constitutive equations comprising plastic
potential, flow rule and an evolution equation for the porosity. For the sake of simplicity,
porosity is commonly expressed as a scalar quantity; its evolution is therefore assumed to
be isotropic. To the contrary, evolution equations for non-isotropic voids require at least a
non-scalar damage measure, e.g. for the modelling of ellipsoidal voids [1-3] or general
anisotropic damage [4-6]. For orthotropic material like rolled sheets, various yield criteria
are available. Anisotropy is expressed by using a structural tensor, which is based on the
axes of orthotropy. In damage models this framework may be used together with the
assumption that effects caused by matrix anisotropy and void shape are independent [7].

The material considered in the present study is a new member of the Al-Cu family. These
alloys are specifically designed to have good mechanical properties in order to use them for
structural components in aircrafts. It has superior yield strength than the well established
alloy Al 2024.This template should help the authors of plenary lectures and accepted papers
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for the ICDM - International Congress on Damage Mechanics to prepare their papers. The
length of full papers should be 4 pages. The authors are kindly asked to follow the
instructions about formatting of the document in order to reduce further interventions
during the preparation of Proceedings.

2. Constitutive Model

For commercial aluminium alloys, non-quadratic yield criteria are recommended. In a
previous investigation [8], it was proven that the Bron model [9] based on an anisotropic
yield surface is able to predict the direction-dependent deformation response of different
types of flat specimens machined from rolled sheets. This particular constitutive model has
been extended in order to incorporate the effect of hydrostatic pressure on the growth of
micro-voids. This was done by replacing the (von Mises) equivalent stress usually used in
the yield function of a voided aggregate by the respective definition of the anisotropic
deformation model, & :

—2

c . 30, )2
RZ(p)+2qlf cosh(qzmj—l—(qlf ) =0. (1)

For the nucleation term different functions have been proposed. Following the popular
assumption to link nucleation rate to plastic equivalent strain, a constant nucleation rate
starting at a threshold value of the plastic equivalent strain is used in the present
contribution,

fue =AH(P—&), @

with H being the Heaviside function and A and &, model parameters. This was chosen to

support void nucleation at high plastic strains on a phenomenological basis. Hardening and
damage evolution are assumed to be isotropic, expressed by the plastic equivalent strain, p,
and the void volume fraction, f. The mathematical model has been realised in the object-
oriented FE code Zébulon [10]. It has been linked via the material library Z-Mat to the
commercial finite element program ABAQUS/Standard, which is used to perform the
simulations in the present contribution.

The model parameters have been identified sequentially. The strain hardening function in
terms of true stress and true (logarithmic) plastic strain was taken from a tensile test in L-
direction up to the load maximum and extrapolated using a power-law function

o =468 [MPa] (1+40.95 p)®*® @3)

The shape parameters of the yield surface a, b1, b2 and o as well as parameters describing
the orthotropy cik were calibrated based on force-elongation and reduction of width signal
taken from smooth and notched samples [8]. The model is used in the following to
determine parameters associated to damage and to predict the mechanical behaviour of
notched tensile specimens and Kahn-specimens. The void volume fraction at the beginning
of coalescence has been derived form 3D-unit-cell calculations and found to be dependent
on stress triaxiality, T. An exponential decay functions have been used for the respective
main loading directions.3. Equations
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3. U-notch tensile specimens and Kahn specimens

Two different kinds of notched specimens were used: specimens with notch radius of 1 mm
and notch radius of 2 mm. Specimens were machined in three directions with respect to the
rolling direction of the sheet:

e along the rolling direction, L “Longitudinal”, three specimens each radius,

e perpendicular to the rolling direction, T “Transversal”, three specimens each

radius,

e  45°to the rolling direction, D “Diagonal”, three specimens each radius.
Despite the fact that the specimen thickness is comparably small, 3D discretisation has to
be used for the simulations to properly capture the void evolution.
Kahn specimens were machined in two directions with respect to the rolling direction of the
sheet:

e along the rolling direction, L “Longitudinal”,

e perpendicular to the rolling direction, T “Transversal”.
For the FE-model of the specimen, one fourth of the specimen is modelled due to the
twofold symmetry. The complete specimen was constructed with 3D quadratic solid
elements with reduced integration.
Figure 1 displays the experimental results obtained from the notched specimens in the three
directions and the corresponding simulation results. The maximum force of the specimen
oriented in T-direction is highest for notch radii of 1 mm and 2 mm, while D-orientation
shows a significantly lower force level. The elongation at failure observed in the
experiments is sorted in increasing order L, T, D for both notch geometries. While L and T-
orientation differ only slightly, D shows a significantly higher failure strain. This effect
correlates well with the fracture surface appearance, where the amount of dimples is
significantly higher on D-oriented specimens compared to L and T orientation revealing an
increased ductility.
Figure 2 displays the experimental results of the two representative Kahn-type specimens
and the corresponding simulation results. One can see from the simulation results that slight
differences in specimen’s “pre-fracture” deformation behaviour between L- and T-
orientation exist. The simulations under predict the maximum force, but meet the
decreasing part of the load-CMOD curve. This implies that the stable crack extension phase
is not exactly met by the simulations, whereas the mixed-mechanism-phase is. This goes
back on the calibration of the nucleation function used, egn. (2), which is based on the
sudden load decrease obtained from the notched samples originating from a turn to a
slanted failure mode. Consequently, the use of the strong nucleation rate aims rather on an
assessment of the slanted failure mode instead of meeting the stable crack extension
correctly.
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Figure 1. Response of the U-notched samples p=2 mm (a) and p=1 mm (b) — experiment and simulation using the
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Abstract. In this study, the mechanical response and progressive damage behavior of a
graded porous implant made of hydroxyapatite reinforced polyetheretherketone (HA/PEEK)
biocomposite under tensile and compressive loads have been investigated. In the macro-
scale, a finite element (FE) model was constructed with brick elements and beam elements
with gradient variation in their cross-section areas for mimicking the entire implant. In a
micro-scale, a repeated unit FE cell model developed previously was used to determine the
constitutive behavior of the base material, which was subsequently exported to the macro-
scale FE model. By incorporating a material failure criterion in the micro-scale FE model,
the mechanical response and the damage evolution of the graded porous implant under
either tension or compression could be simulated. The advantages and limitations of the
graded porous biocomposite implant are also discussed. The results show that the proposed
method can provide useful information for the design of graded porous biocomposite
implants.

Keywords: Finite element method, Mechanical response, Damage behaviors, Graded porous
biocomposite implant

1. Introduction

Porous biocompostie structures have been widely used as biomimetic materials in the
medical and pharmaceutical fields for bone replacement and implants, and scaffolds for
bone tissue or cell growth [1-2]. The previous studies on porous biocomposite structures
focused on the mechanical properties of homogenous uniform cellular solids such as open-
cell foams [3] and porous scaffolds [4]. However, study of the elasto-plastic response of
graded porous structures for mimicking the bone structure is very limited. The multi-level
finite element (FE) method has been used for studying the effects of shapes, sizes and
locations of microscopic inclusions on the structural performance of elasto-plastic two-
dimensional structures [5]. This method was also used to analyze local cellular deformation
in bone tissue for determining the relation between pore pressure and local tissue strain [6].
Pore size and distribution in porous structures are important factors, affecting the
effectiveness of bone implants. In clinical engineering applications, too small pore size
could prevent cellular penetration, and a too large pore size could hinder the adhesion and
proliferation of adjacent cells, highly weakening the structural integrity [7]. In this study, a
multi-level FE method is proposed to predict the mechanical response and damage behavior
of a graded porous implant made of hydroxyapatite reinforced polyetheretherketone
(HA/PEEK) biocomposite under tensile and compressive load. A micro-scale model was
firstly developed to determine the mechanical properties and damage behavior of the base
material. A macro-scale model was constructed with brick elements and beam elements
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with gradient variation in their cross-section areas for mimicking the graded porous
structure. By exporting the behavior of the micro-scale model with damage initiation and
evolution to the macro-scale model, the damage behavior of the graded porous structure
could be simulated. The proposed method can be extended to model the mechanical
properties of bone, which possesses a multi-level hierarchical structure.

3. Interface Damage Initiation and Evolution

The damage initiation for the interface layer between HA and PEEK was assumed to occur
due to a stress-based damage criterion. A threshold parameter ¢, is defined as follows

2 2 2
N EANEANES (1)
where o, , 7, and 7, represent the nominal stresses when the deformation is either purely
normal to the interface or purely in the first or the second shear direction, respectively. M

represents the peak value of each corresponding quantity. When the value of ¢, reaches
unity, damage is initiated. The damage evolution function for the interface is defined [8].

f
d=5m(5£”f-5§ L (0<d<1) ©)
5? 5m _5m

where 87 and S, represent the relative displacements for the damage initiation and total
decohesion, respectively. The maximum relative displacement is 5, . The relation between
the effective plastic displacement &,and effective plastic strain is ¢ given by oJ,=Le, ,
where L is the characteristic length of the material. This relation can be rewritten as
3, =Lé, Alinear evolution of the damage variable, d, with  £js assumed. Then

d=Ltt )

where £,™ is the maximum effective plastic displacement. When the effective plastic
displacement &, increases to e[,mx, the value of d reaches unity, meaning that the material
stiffness of the interface layer is totally degraded and the HA/PEEK interfacial debonding
occurs. During the damage process, the contact stress components are revised as

En:(l_d)o-n’ z_.s:(l_d)fs’ ITt:(:l'_d)rt (4)
where &, is the newly obtained normal stress, and similarly for the symbols of 7 and 7, .
From Eq.(4), there is no stress between HA and PEEK at debonding when d = 1.

4. Numerical Results and Discussion
4.1. FE results of micro-scale model (base material)

When the micro-scale model was subjected to a tensile normal displacement along the x-
axis, the maximum von Mises stress was initiated at the pole of the interface, inducing the
initiation of interfacial debonding along the interface beyond the nominal tensile strain of
4% and leading to a significant debonding at a tensile strain of 20%, as shown in Fig.2(a).
When a compressive displacement was applied to the cell model, the maximum von Mises
stress in the interface changed to its centre portion, leading to the occurrence of debonding
in this area at the compressive normal strain of 20%, as shown in Fig.2(b). The normal
stress-strain relations of HA/PEEK, the base material predicted from the micro-scale model
is shown in Fig.3. For the model subjected to a tension, the normal stress decreases more
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significantly for a material with a high particle content (e.g. PVF=40%) beyond the tensile
strain of 0.06, because the cross-section occupied by the particles in the material with
PVF=40% is higher than that for PVF=10%, hence the load-bearing capacity for the
material with high PVF after interfacial debonding drops more sharply. This response is not
significant for the model under compression. For example, the material with PVF=30% has
a similar stress level as that with P\VF=10% at a compressive strain of 0.1, because the
debonded particles can still contribute to the load-bearing capacity of the material.
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Figure 1. Schematic diagram of the graded porous structure and multi-level FEM models.

4.2. FE results of macro-scale model (graded porous structure)

The normal stress-strain relation of the graded porous structure under tension, as shown in
Fig.4, is similar to that of the base material shown in Fig.3. The tensile strength of the
structure drops from 12.9MPa to 7.2MPa at a tensile strain of 0.1 when PVF is increased
from 10% to 40%. However, for the structure under compression, elastic behavior is
dominant. The normal stress on the structure increases linearly to the maximum value, and
then the structure crashes before it exhibits a plastic response. The difference between the
tensile and compressive response of the structure is attributable to the effect of the
debonding damage criteria in the micro-scale model. The proposed method can be applied
to structures with more complex variations in porosity levels, because the beam cross-
sectional area in the meso-scale FE model serves as the controlling parameter.

5. CONCLUSION

In this paper, the mechanical response and damage evolution of a graded porous structure
made of HA/PEEK biocomposite was analyzed by using a multi-level finite element
method. By using the micro-cell model incorporating the criteria for the interface damage
initiation and evolution, the normal stress-strain relation of HA/PEEK undergoing
interfacial debonding could be obtained. The macro-scale model constructed from the beam
elements with variable cross-sectional areas was also effective in mimicking the structure
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with a gradient change in porosity, and hence could predict the stress-strain response of the
structure. The results showed that the proposed method can provide useful information for
the design of graded porous biocomposite implants, which can be extended to model multi-
level hierarchical bone structures.
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Abstract. The primary objective of this investigation is to develop a thermodynamically
consistent constitutive model for carbon fibre reinforced composite (CFRP) materials under
high velocity impact loading. The constitutive model is capable of modelling formation and
propagation of shock wave in anisotropic material and damage and failure including damage
induced by shock wave propagation. The model comprises two parts: equation of state
(EOS) which defines the material response to isotropic volumetric deformation and the
strength part which defines the material response to pure shear deformation. Solution
proposed by Anderson [1] was not capable of predicting material response accurately, thus
the alternative decomposition of stress tensor was used [2].

The damage model is based on the assumption that damage within continuum can be
represented as a second order tensor, @; Wwhich is divided into the damage which resultsin
volume change of the damaged (e.g. voids, cavities) material and damage related to shear
deformation. Damage evolution based on the concept proposed in [3] is coupled with a
thermo elastic model and the shock EOS. The initiation of failure is based on acritical value
of a specific dissipation function. The constitutive model was implemented into Lawrence
Livermore National Laboratory (LLNL) transient nonlinear finite element code DY NA3D
[4]. The performance of the model is illustrated by few numerical examples where

experimental data from high velocity impact tests [5] is compared with the numerical
results.

1 Introduction

The CFRP composites are often exposed to the impact loading high strain rates in the range
from 10°s™ to 10°s™ (debris, hail stone and ice impact, bird strike, armour penetration).

These extreme impact loadings are almost aways involve generation and propagation of
shock waves within the material. Therefore, the material behaviour under such a complex
loading need to be properly understood and accurately predicted, in order to optimise
design of a structure and to minimise the risk of its catastrophic failure due to the impact
hazards.

The objective of this investigation is to develop a constitutive model capable of predicting
dynamic deformation and failure in the woven CFRP composites, which are widely used in
aerospace and defence.

A thermoelastic damage model was developed in the framework of irreversible
thermodynamics with internal variables. Due to the evident brittle properties of the
composites, the elastic strains were assumed to be small and the plastic deformation was
neglected (plastic deformation in CFRP considered does not exceed 1%). These
assumptions significantly simplify the formulation of the congtitutive model in the
configurational and thermodynamic frameworks, in a way that it can be derived in the
current configuration and the dissipation of energy in the material during deformation
processis due to damage only.

297



298 Vignjevic et al.

2 Thermoelastic damage model

In this material model damage was incorporated through a damage effect tensor operating
on the material elastic stiffness tensor [6]-[7]. It is defined using the principle of strain
energy equivalence, originaly derived by Cordebois and Sidoroff as a generalization of
pioneering work of Kachanov. Damage effect tensor defines a relationship between the
effective and nominal Cauchy stress tensors:

¢ =M(o) o (@)
where & denotes effective Cauchy stress applied to the virgin material and M(w) is a

damage effect tensor, which is a function of a second order damage tensor o . In order to
maintain the symmetry of the effective stress tensor, the damage effect tensor is defined
using a product type symmetrisation [6]-[ 7], in the following form:

()= (1-0) 2 (1-0) 2 M = (B -0n) 2(65 -0y ) 2 @

The damage effect tensor was defined in terms principle damage components (directions)
as afourth order diagonal tensor.
The relationships between the damaged material stiffness (or compliance) tensor C and the

virgin material stiffnesstensor C obtained using the energy equivalence principleis:

C(w)=M"(0):C:M (o) CHw)=M(0):C":M(0) (3
The dissipation rate in the model is determined by the rate of change of damage tensor and
adefinition of damage effect tensor (2) as:

A:%a:M(m):ﬁ:aﬁgim):c:mzo (4)

The damage evolution equations were derived by modifying Tuler Bucher criterion [3], in
the following form:

c o c o,
r=o(w,0)=Q | — R H| — =R 5
0] CD(CO G) (g[cm(l_w) Cm] (Cm(l—a)) CmJ ( )
o o} e e}
Dy =0y (0,0)=Q 38 _ZCRd |y 33 _ Ocrda 6
s = O (0,0) = Qg (C33(1—a)3) Cy ] (C%(l—%) C, J (6)

where: Q_, Q  are material parameters determined by timeto failure, oz and oz ae

critical effective stress and critical out of plane stress, C, and C,, are maximum in-plane

and through thickness stiffness member, respectively; H is Heaviside function.

The proposed damage model was implemented into the LLNL code DYNA3D [4] and
coupled with an orthotropic elastic constitutive model and the Mie Gruneisen EQOS, as
detailed in[2].

3 Numerical results

Thermoelastic damage model for composites was validated through a series of plate impact
tests [8] and sphere impact tests; the latter is presented in this section. Mesh density of the
models was defined to minimise mesh sensitivity and ensure that all main physical effects
are modelled with required fidelity. Material elastic properties and parameters for the
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damage model for the CFRP woven composite are given in [2] and [9], respectively. The
data for the EOS are obtained in the experiments described in [9].

The normal sphere impact tests were carried out for a range of velocities from 186 m/s
(velocity just above the ballistic limit) to 1875 m/s, [5]. In all test cases, a 6mm thick
woven CFRP plate, which consisted of 16 plies, was impacted by an annealed stainless
steel sphere, which was 12 mm in diameter. A quarter of the FE model of the sphere
impact test and an asymmetric layup of the target plate are shown in Figure 1. The plate
was modelled as a quasi-orthotropic material, with three hexagonal solid elements per
thicknessin order to properly capture delamination.

| sormarimpact
v

SPHERE PROIECTIL

b
Figure 1. FE model of aquarter of the sphere impact test

The experimental data for the impact velocities 194 m/s and 354 m/s were obtained by
using X-ray computed tomography (XCT) [10] and the cross sections of the specimens after
the impact with relevant parameters of damage are shown in Figure 2. The size of the
damaged area and crater of the holes after a high velocity impact at 1199m/s were obtained
from the C scans[5].

Figure 2 Postimpact XCT, cross section of the target plates, impact velocity: a) 194 m/s b) 354m/s

From the XCTs of the impacted test samples for impacts at 194m/s and 354nvs, the
liptical shape of damage in the plane normal to the impact was observed in each ply. The
same shape of the damaged area was aso obtained by modelling. The comparison of size
of the numerically obtained and experimentally observed damaged area for each ply
through the thickness for the two impact velocities are illustrated in Figure 3. The
simulation results agree well with the experimental observations. For the lower impact
velocity, the model underestimated the size of the damaged area at the back of the target
plate, which can be attributed to the quasi orthotropic equivalent properties of composite,
which in turn made the model stiffer in the fibre direction (tensile fibre failure is dominant
failure mechanism).
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Figure 3. Comparison of the damage area calculated from the simulation results and tomography data: @ normal
impact at 194m/s; b) normal impact at 354m/s
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The simulation results for 354m/s impact (shear plugging failure mode) shows that
damaged area is increasing from the top towards the bottom plies, resulting in a conical
profile of the hole and the damaged zone in the target cross section (see Figure 2b). This
shape of the crater agrees well with the experimental data, asillustrated in Figure 3b.

The hole and the damaged zone in the specimens impacted at 1199 m/s (high velocity
range), had an hourglass profile of in the cross section of the target plate with the wide
damage (delamination) zone in the top and bottom plies of atarget plate. The validation of
the model was based on the measurements of the diameter of the hole, and diameter of the
damage zone in the front and rear face (ply) of the target for two perpendicular directions.
The comparison of the quantities measured is shown in Table 1. The numerical results
compare well with the experiments. 1) simulations captured hourglass shape of delaminated
zone, 2) bigger delamination zone at the back of the target plate compared to the front plies;
3) calculated average diameter of the hole differs below 5%; 4) numerically obtained size

of delamination zone at the back of the target differed below 8%.
Table 1. Simulation results and C-scan measurements for the diameter of the crater and delamination zone for the

impact at 1199 m/s
Impact face Rear face
t Nominal x x

sample Velocity 1 2 1 ¥2 y1 ¥2
[mm] [m/s] [mm] [mm] | [mm] | [mm] | [mm] | [mm]

simulations 6 1199 11.7 12.8 19.8 243 36.5 23.3

C scan C-3 6.1 1199 11.2 12.2 | 19.02 [ 26.2 | 36.98 | 24.5

Error % - - 4.27 4.69 | 3.94 | 7.82 132 | 5.15

4 Summary

This paper describes a part of the validation process of the thermoelastic damage model
proposed for the orthotropic materials including woven composites. This includes
modelling of three sphere impact tests at 194, 354 and 1199 m/s. The extent of damage in
the impacted samples was determined using X ray tomography and compared with the
equivalent numerical results. The comparison showed that the model is capable of
accurately predicting damage distribution and extent in plane and through thickness,
especiadly for the high velocities, when the shock significantly influenced the material
response.
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Abstract. Problems of damage accumulation and evolution are intrinsically related to the
phenomenon of crack propagation in inelastic solids. Attention is focused on mathematical
modeling of the stable quasi-static phase of crack propagation that precedes the catastrophic
fracture in dissipative materials. All materials exhibit certain degree of irreversible straining
and energy dissipation due to either plastic or visco-plastic phenomena associated with the
deformation and fracture processes in inelastic solids. Later, Wnuk and Kriz (1985), and
also Wnuk and Read (1986) provided some arguments that connected crack growth and
damage accumulation. Analysis presented here is founded on the structured cohesive crack
model, in which both the crack and the cohesive zone are described by the fractal geometry.

1. Introduction

The phenomenon of slow stable crack extension or subcritical crack growth (SCG) so
ubiquitous in ductile and quasi-brittle fracture is not addressed in Griffith’s theory of brittle
fracture. Ultimately the analysis of this process leads to solutions for advancing crack,
which significantly differ from those valid for stationary cracks. Physically this type of
continuing crack growth resembles time-dependent or creep fracture observed in polymers.
A noteworthy phenomenon in the studies of fractal fracture mechanics is the change of the
order of singularity for the near-tip stresses, from 2 for the smooth crack to a somewhat
weaker singularity, r'* for a rough crack. Therefore, the exponent o can be used as a
measure of the degree of roughness as suggested by the “embedded crack model” of Wnuk
and Yavari [3], and it is related to the dimension D of the fractal representing the crack, o =
(2-D)/2, in which 1< D < 2. The effect of another important parameter, the material
ductility measured by the index p, has been investigated in this research. It has been shown
that the ductility index can be related to the micro-structural parameters, p = Ri,/A, or to
macro material parameters such as the yield strain ey and the plastic component of the
strain at fracture sp|f, namely p = 1 + sp.f [ &y . Symbol R;, denotes the length of the
cohesive zone at the onset of crack growth, and A is the size of the process zone adjacent to
the crack front.

2. Mathematical analysis
Let us now review the essential results of these studies. Since the delta-COD criterion of

Whnuk [8,9] requires a priori knowledge of the crack opening displacement within the
cohesive zone, say v(xy,R), we shall focus attention on the following results, cf. Wnuk [8,9]
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for the smooth crack and Khezrzadeh et al. [10] for a rough crack. If x; denotes the distance
measured outward from the physical crack tip, the opening displacements read

v(xiyR(x1))={\/m— [?*?H @

for the smooth crack, and

xK\a foof_ \/_+ ! 2
v(xi,R(xl))“S‘”ﬂ/R R _x -4 [JR_ R - H )

for a rough crack. The following notation has been used in equation (2)
R’ =N(a, X,Y)R

/2

N (@, X.Y) = 4z 2| (@) ) (2Y(x)ji—2

F(1+a X
2

®)

X =alRy
Y(X)=R(@@)/R,
1+ (o =) sin(7e)

20(l-a)
It is seen that X denotes the dimensionless crack length and Y is the dimensionless length
of the cohesive zone. Symbol « is used to name the so-called “fractal constraint factor”. The
displacements defined by (1) and (2) are then inserted into the Wnuk’s “final stretch”
criterion, which governs the subcritical crack growth, namely
v(0,R(0)) -Vv(A,R(A)) =const =5/2 4)
Note that R is viewed as a function of x;, while & is used to denote the “final stretch”
equivalent to an increment of the displacement measured at the outer edge of the process
zone and considered a material constant, see Fig. 1. Since the variable R depends on the
current crack length, it is time dependent (because the crack is extending), and thus we have
the following Taylor expansion

R(0) = R(A) +‘LRA ©)

k()=

We chose to use the coordinate x; = x-a as a time-like variable, and we have considered two
states: STATE ONE, x; = A, and STATE TWO, x; = 0, see Fig. 1. Thus the quantity R
becomes a function of xy, as indicated in (4) and (5). Substitution of (1), (2) and (5) into the
criterion for slow crack propagation (4) leads to the following equations that govern motion
of the quasi-static crack. For a smooth crack we obtain
djzmii|( ]M 11[ +Lin 4p:b ©)
A 22
compare Wnuk [8]. For a rough crack this equation reads

R 1

da N(a,X,Y){ fracal 5 2
Both of these moduli are determined by the group of material constants s &' and both

2 4Sk(cx)

can be related to the experimentally determined Paris modulus, which in turn is related to
the initial slope of the R-curve, namely

o] e

Lin 4pN@ X, Y)RIR,, } e =M k(@) @)
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Numerical integration of the governing equations (6) and (7) results in generating the R-
curves (R vs. a) as shown in Fig. 2. The R-curves are then used to determine the point at
which a quasi-static crack attains the size of the critical (catastrophic) crack. This critical
point of fracture transition can be determined from the energy condition involving the total
potential energy of the cracked and loaded solid

M(o,a) =% [o,6,0v - [Tuds -SE(a) (10)
v s

Here SE(a) designates the surface energy, which for a Griffith crack equals 4vya, and for the

quasi-brittle solids it equals the product of the Irwin’s critical driving force G, and the

length (2a). At the onset of fracture the derivative

3=-91 2 (11)
ds

is set equal the doubled specific fracture energy 2y, or G, for quasi-brittle materials. In the

present study the apparent surface energy is measured by either Jr or directly by the length

R, which is contained in the range

Rini = R = Runstable (12)

Evaluation of the coordinates of the point of transition to unstable crack propagation
(Kunstavle » Yunstante) iINVOIves solving these simultaneous equations

G(o,a)=G;(a) (13)
oIl _[oG] _ dGg(a)

oa _[gl " da

or

J(o,a) = Jq(a)

_on _{Q} _dJ,(a)
oa> |oal, da

Equations (13) and (14) result from the energy considerations associated with the material
resistance curves, so-called R-curves. The solutions are obtained numerically and they are
indicated by the little circles shown in Fig. 2. They correspond to the unstable state. An
additional effect, also beneficial, can be expected from the interaction between the growing
dominant crack and the field of the micro-damage accumulated within the material in the

volume adjacent to the crack front, compare Wnuk and Kriz [11] and Wnuk and Read [12].
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Fig. 1. Distribution of the COD within the cohesive zone corresponding to two subsequent
states in the course of quasi-static crack extension (Wnuk's criterion of delta COD).
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Fig. 2. Material resistance curves obtained for X, = 10, ductility index p = 10 and three

values of the fractal exponent a= 0.50, 0.45 and 0.40. It is seen that for rough cracks the R-

curves are more pronounced.
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Abstract. The progressive failure analysis of z-pinned cositgo laminates under
compressive loading has been carried out to infyefaiiure modes. The fiber waviness and
the fiber volume content concentration, which afeomogeneously distributed, as well as
the resin-rich pocket, are taken into account.uf@iimode pictures and stress-strain curve
under compressive load are obtained. The resultedte that kinking/micro-buckling is the
main failure mode in z-pinned carbon/epoxy compssitnder compression. Z-pins reduces
the compressive strength of composites. The effefctin parameters on the compressive
strength of z-pinned laminates are discussed mildet

1. Introduction

The relatively poor interlaminar properties of itewhal composite laminates can be
substantially improved by the introduction of theough-the-thickness pins, called z-pins.
The z-pinning, however, causes the distortion s which stimulate buckling or kinking
of fibers, and forms a resin-rich zone around pifiese conditions have adverse effects on
in-plane properties, especially on compressivengtre [1-2]. Therefore, an important
scientific and engineering issue is how to appaiply evaluate the loss of compressive
strength caused by insertion of z-pins.

The finite element code FLASH developed by Fleclkalkehas been used to predict the
compressive strength of z-pinned unidirectionaliteates [3]. The compressive strength of
z-pinned woven composites was predicted by thdesipig and multiple-pin finite element
models with the results indicating that the comfgostrength decreases with the increasing
z-pin density and diameter [4]. The detailed andnmehensive review on z-pinned
composite laminates has been made [1].

This work will summarize our recent work on pretintof compressive failure in z-pinned

unidirectional composites. First, a progressivéufai analysis of z-pinned composite plate
under compressive loading will be carried out tdeintify failure modes. Secondly, the
progressive failure analysis will be used to jystitir strength model [5], in which fibers

and matrix are treated as discrete layers withikinkailure mode.
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2. Progressive analysis of compressive failures

We consider the unidirectional composite lamindted are reinforced with z-pins in the
square configuration with 0.28mm pin diameter artbhm pin-spacing (2% pin density).
The laminate thickness is 1.5 mm. One unit celhvaeriodic boundary condition can be
chosen as the representative volume element (RWMEB)1. RVE is subdivided into four
regions for characterizing the inhomogeneous pt@sedue to change in local structure
around the pin, i.e., (1) the fiber distortion rexgj (1) the undistorted region, (lll) the resin-
rich pocket and (IV) pin. The regions and finiteraent mesh are shown in figure 1. In the
fiber distortion region the material properties wétom element to element. We use the
formula in [6] to evaluate the material propert&sGauss points in the elements in this
region. The other three regions are assumed toob®f@eneous. The failure criterion for
the matrix in resin-rich pocket is based on Miseddycriterion. Hashin failure criteria [7]
are employed for initiation of local failures inraposite regions (I and Il). The stiffness-
discount rules suggested in [8] are used to cheniaetthe residual stiffness of damaged
material elements.

. . FTE
o undistorted region 9001 MTF
resin-rich pocket FCE
800 MCE

600+

Stress /MPa

5001
pin 400
300
200

100+

fiber distorion regior & T 2 3 4 s s 7 s 9
Strain x10°

Fiqure 1. FE mesh of RV of z-pinned composi  Figure 2. Compressive stress-stain curve and failure patterns

The overall stress-strain curve and the progres$aikire patterns of the z-pinned
carbon/epoxy unidirectional laminate under compveskading is shown in Figure 2. It
can be seen that the stress increase with theedpptrain in linear manner before the
ultimate strength, 920MPa, is reached. As the egpliompressive strain increases further
the stress decreases rapidly. In the linear stteas: regime no failure is observed. The
observed main failure mode is the fiber comprestalere (FCF), accompanied with the
some matrix tensile failure (MTF) and the matrbogoessive failure (MCF). At the peak
stress the FCF occurs in a few elements in the @istortion region near the pin. The FCF
extends rapidly from the edge of the fiber distortregion to the edge of the RVE, forming
a fiber compressive failure band spanning the waftspecimen. This suggests that once
the fiber compressive failure (FCF) occurs in thements in the fiber distortion region near
the pin the unstable FCF takes place leading tocHiastrophic failure of the z-pinned
composite.
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3. Compressive strength model

In our recent work [5], the compressive strengttdeidased upon variational principle and
fiber kinking failure mode has been developed tedpmt the compressive strength of z-
pinned composites. The fibers and matrix are tceatediscrete layers. Failure criterion of
composites is established on fiber and matrix sa&lleen the maximum shear stress at the
fiber/matrix interface reaches the shear strengtmairix, the composite failure will occur

by fiber kinking, i.e.T?ax =T, . This assumption has been justified by the praives
failure analysis.

Figure 3 shows influence of the pin diameter ondbmpressive strength of unidirectional
laminate with 2% pin volume content. Both the coesggive strength model and the
progressive failure model agree well. The compwessirength of laminate decreases for
the given pin volume content as the pin diametarreiases. The fast reduction of
compressive strength with pin diameter is obsefaegins with small diameter. When the
diameter of pin is larger than a certain valuegidy say 0.6mm, further reduction of the
compressive strength is relatively slow. The redsdhat shear stress in matrix can reduce
the compressive strength by promoting micro-bugkland kinking with increasing of
amplitude of fiber waviness (in connection withrdigter of pin). When diameter of pin is
up to critical value, increase of local fiber volemontent makes fibers closely spaced,
which slack down the effect of shear stress in imagtween fibers.
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Figure 3. Effect of pin diameter on compressive strength  Figure 4. Effect of pin volume fraction
on compressive strength

Influence of pin volume fraction on the compresssttength of the unidirectional laminate
is shown in figure 4. The plot shows the relatiopsbf pin volume fraction and

compressive strength for two kinds of pin diameteinjch are used in engineering. It is
indicated that the compressive strength of compasinforced by both thinner pin and
bigger pin decreases at a linear rate with incngasf pin volume fraction. It is seen that
the rate of reduction of the compressive strengirest the pin volume fraction for the
bigger diameter of pin is smaller than the rataasfuction for the thinner diameter pin.
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That means that the influence of pin volume frattan compressive strength is more
notable for smaller pin.

4. Conclusion

A progressive failure analysis has been used tatifgethe failure modes in z-pinned
carbon/resin composites under compressive loaéiath the progressive failure model and
the strength model have been used to predict théaime compressive strength of z-pinned
unidirectional composites, which take into accotin¢ influence of micro-structural
changes caused by z-pinning. The results have shiwatrihe kinking or micro-buckling is
the main failure mode for z-pinned carbon/resin posites bearing compressive load. The
compressive strength decreases gradually with asang volume content and diameter of
z-pins. Under the same pin volume content the &malin has a lesser loss on the
compressive strength than the bigger pin.
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Abstract. In order to determine the data about bearing capacity and deformability of the
connections of reinforced pan slabs K-45 at the support point above the T-70 ceiling joists,
two almost identical test models EM-1 and EM-2 were constructed in full scale. The bearing
capacity and deformability of the joist connections with the reinforced concrete layer
providing their continuity were tested in the conditions when the cyclical forces were
applied, and in this way the cyclic negative moments with increasing intensity until
connection failure were simulated. The difference of the models is reflected in the number of
prefabricated reinforcement Q 131, one in the model EM-1 and two in the model EM-2.
Both models show the same trend of relationship behavior that are mutually confirmed and
can be successfully used. Nonlinear analytical model was formed which realistically
simulate the degree of fixation of reinforced pans tested only to negative moments.
However, during earthquakes there may occur the positive moments too, but then it is
necessary to perform significant structural modifications. A detailed procedure for
performing tests with all the diagrams and relevant photographs has been provided showing
the flow from the formation of the first cracks to the model failure.

1. Introduction

In order to determine the data about bearing capacity and deformability of the connections
of reinforced pan slabs K-45 at the support point above the T-70 ceiling joists, two almost
identical test models EM-1 and EM-2 were constructed in full scale. The bearing capacity
and deformability of these joists with the reinforced concrete layer providing continuity
was tested by applying the cyclical force, and in this way cyclical negative moments with
the increasing intensity until connection failure were simulated. In this way was determined
the degree of fixation of floor pan slabs during their final construction. The difference of
these models reflects in the quantity of prefabricated reinforcement placed in the continuity
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layer. In the EM-1 model, only one mesh Q-131 was installed, and in EM-2 model, two
such meshes were installed. Also, in the EM-2 model, additional pouring of concrete on the
lateral contact of the flange of the main girder T-70 with the webs of pan slabs K-45 was
done. Calculation Mypax and Wiy for EM-1.

M =iI = 120x2,7 =81,0kNm, and it was measured M

1max Imax
4

~ 81kNm

PI® 117 x10% x 270°
Wlmax = = 5
48El  48x2858x21x10
Calculation and the measured values coincide, as it was expected.

=8,0cm, and it was measured w,,,,, ~8cm.

2. Experiment procedure and testing results

The sketch design of both models is provided in figure 1, and designations of all the
components (elements) are included, as follows:

Testing of EM-1 and EM-2 models were performed on the basis of the previously prepared
loading program. This program defined the way and sequence of application of transverse
cyclic movements. A large servo-actuator started the application of monotonous conditional
application of cyclic movements. This actuator successively monotonously increased the
amplitude of displacement of web of T-70 beam, until the behavior of the connection of
inter-floor pan slabs became nonlinear. The displacement was being applied in the middle
of two shortened cycles with the same maximum amplitude, whereby the maximum
amplitude in each series was higher than that of the previous series.

2.1 Results of EM-2 model quasi-static testing

A large servo-actuator successively and monotonously increased the amplitude of T-70
beam web until the behavior of the connection of inter-floor pan slabs became nonlinear
and they failed (as in the EM-1 case). The history of application of cyclic displacements of
the T-70 beam web (i.e. movement of servo-actuator piston) and the force realized in the
servo-actuator required for the displacement can be seen in figures 2 and 3. The
displacement was applied in cycles whereby the maximum amplitude at each level of cycle
is higher than that in the previous cycle [2]. The value of maximum amplitudes in realized
cycles during experiments range from 1mm, 2mm, 3mm, 4mm, 6mm, 8mm, 12mm, 15mm,
17mm, 18mm, 25mm, 30mm, 50mm, up to 90mm which is the amplitude at the end of the
experiment.

Diagram of the cyclic force P — displacement of T-70 beam web is presented in figure 4. In
the next figure 5 were given the diagrams moment-curve of the K-45 structure at the
location of supporting on the T-70 beam. In figure 6 are given the measured displacement
diagrams. The measured strains in the reinforcement were presented in figure 7. In the
photos 8, 9 and 10, behavior of the model in testing, propagation of the cracks along with
the increase of the load, as well as the failure of the connection of inter-floor reinforced
pans with two spans at the location of their support on the T-70 beam, are given.

3. Result analysis and conclusion

The experimental data very successfully demonstrate the non-linear characteristics of
transmission of negative moments to the phase of large strain and failure.
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3.1Guidelines of potential structural improvement.

The describe experimental results show hysteretic semi-cycles, that is, nonlinear
characteristics of transmission of negative moments. The capacity of the cross-sections for
transmission of positive moments was not explored as it is evidently very small. The
mentioned positive moments may occur due to earthquake two-sign forces [1]. For this
reason, it is very important, in analytical considerations to take into account the actual
characteristics of this connection [3] to the action of two-sign moment, that is the
conditions of dynamic response of the system [4].

If in the future one may wish to increase the bearing capacity of connections to positive
moments, it is necessary to perform significant structural modifications. This requirement
could be topical in the zones of high seismicity, after the thorough examination of
economic justification for its practical application [5].

This research was conducted in the framework of the Republic research of technological
development in the period 2011-2014, (project no. 36016), entitled Experimental and
theoretical research of linear and planar systems with semi-rigid joints from the aspect of
second order theory and stability”, University of Nis.

Figure 1 Experimental models EM-1 and EM-2, connections of inter-floor reinforced pans with the beam

Figure 2 History of cyclic force in the web of the beam Figure 3 History of the beam web displacement
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Figure 4 Diagram of the cyclic force P — displacement Figure 5 Relation moment — curve
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Figure 6 Diagram of displacements measured Figure 7 Diagram of displacements measured hy
by the instrument LVDT-3 the MT-1 measuring tape

A% )

Ph. 8 Presentaﬁon of the propagation ~ Ph. 9 EM-3: Failure of the model Ph. 10 Model failure
of cracks in the model
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